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Reminder: Flow and Diffusion Models

Flow Initialize: ODE:
Model | Xo ~pinit, dX; = uf(X;)dt

} }

E.g. Gaussian Neural network  Diffusion coeff
vector field
Diffusion | Initialize: l SDE: l l

Model | X ~pinit, dX; = ul(X,)dt + o, dW,

To get samples, simulate ODE/SDE from t=0 to t=1 and return Xl




Conditional Prob. Path, Vector Field, and Score

Notation Key property Gaussian example

Conditional ..
, Interpolates Pinit 2
Probability Path t(-2) and a data point z N( t<y P 1 d)

Conditional ODE follows . . .
utarget (33|z) (ozt — ﬁtm) zZ + &az

Vector Field t conditional path By By
Conditional Gradient of T — Qg2
Score V log pi(x|z)

Function log-likelihood ﬁtz



Marginal Prob. Path, Vector Field, and Score

Notation Key property Formula
Marginal Interpolates Pinj
Probability Pt - P Pinit Pt (x|2)Paata(z)dz
Path and Pdata

Marginal target( ) ODE follows / target(xlz)pt(w|z)pdata(z)dz

Vector Uy marginal path ¢
Field ° " P (m)
Marginal Can be used

Score  Vlogp¢(x) to convert /V log py(z]2) 2 (z2)paata (2) dz
Function ODE target Pt (.’L')

to SDE



Yesterday: Training target Today: Training algorithm

Marginal Vector Field Flow Matching

>

Marginal Score Function

Score Matching



Reminder - Marginal vector field:

target target Pt (x|z)pdata(z)
U )= | u 7]k dz
5 @) = [ ue (ol PR

Conditional vector field

Marginalization trick: The marginal vector field defines an ODE that

“follows” the marginal probability path:

d arge
Xo ~ pinity 7 Xt = YN X At = Xy ~ py

This means that the final point fulfils: Xl ~ Ddata




Algorithm 3 Flow Matching Training Procedure (General)

Require: A dataset of samples z ~ pgata, neural network ug
1: for each mini-batch of data do
2:  Sample a data example z from the dataset.
3:  Sample a random time ¢ ~ Unifjg y;.
4:  Sample x ~ pi(-|z)
5.  Compute loss

L(0) = [luf () — u (2[2)|

6: Update the model parameters 6 via gradient descent on L£(6)
7: end for




Figure
credit:
Yaron

Lipman



Algorithm 4 Flow Matching Training for CondOT path

Require: A dataset of samples z ~ pgata, neural network uf
1: for each mini-batch of data do
2:  Sample a data example z from the dataset.

Sample a random time ¢ ~ Unifjg y).

Sample noise € ~ N (0, I)

Set x =tz 4+ (1 —t)e

Compute loss

L£(0) =|lut (z) — (z = )|

7. Update the model parameters 6 via gradient descent on £(6).
8: end for




Example Flow Matching - Meta MovieGen
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The neural network that generates these videos was trained
with the algorithm in the previous slide




Example Flow Matching - Stable Diffusion 3

TSTABLE -~ - .
2\ DIFFUSION. .

The neural network that generates these images was trained
with the algorithm just shown




Reminder: Sampling Algorithm for Flow Model

Algorithm 1 Sampling from a Flow Model with Euler method

Require: Neural network vector field u¢, number of steps n
. oett =0

Set step size h = %
Draw a sample Xo ~ pinit Random initialization!

for:=1,...,n—1do
Xt—l—h — Xt + h’LL?(Xt)
Update t < t+ h
end for

return X, Return final point




Reminder - Marginal score function:

L2 )Pdata
Vlngt /VIngt .fl'f| )pt( | )Z(jd)t ( )dz

Cond/t/onal score function

SDE extension trick:The marginal score function allows to extend the ODE

to a SDE with arbitrary diffusion coefficient:

2
arge o
XO ~ Dinit dXt |: targ t(Xt) éVIogpt(Xt) dt + Otth

= Xt ~ Dy




Algorithm 6 Score Matching Training Procedure (General)

Require: A dataset of samples 2 ~ pgata, score network s?
1: for each mini-batch of data do
2:  Sample a data example z from the dataset.
3:  Sample a random time ¢ ~ Unifg q).
4:  Sample z ~ p;(-|2)
5:  Compute loss

L(0) = |Is¢ (z) — Vlogpy(z[2)]|”

6: Update the model parameters 0 via gradient descent on L(6)
7: end for




Denoising Score Matching for Gaussian Prob. Path

I — e

B

e~N(0,I;) = z=aoaz+pPe~N(az, 5t2.fd)

Vlogpi(z|z) = —

B

€
:]EtNUnifaszdata,GNN(O,Id) [”8? (atz P 5t€) £3 _t ||2]

Lasm(0) =EtnUnit, s~panca,o~pe (-|2) |5 (€) +



Algorithm 5 Score Matching Training Procedure for Gaussian probability path

Require: A dataset of samples 2z ~ Pdata, Score network s¢ or noise predictor €’

Require: Schedulers oy, 8; with ag = 81 =0, a1 = By =1
1: for each mini-batch of data do
2:  Sample a data example z from the dataset.

Sample a random time ¢ ~ Unifj ).

Sample noise € ~ N (0, I)

Set Ty = OZ + 5,56

Compute loss

Numerically
unstable for

7. Update the model parameters 6 via gradient descent on L(6). low beta

8: end for




Stochastic sampling with diffusion models

2
X() ~ Dinit s dXt = [U;arget(Xt) -+ %Vlogpt(Xt)] dt —+ O'tth

!

Plugin neural = X, ~
networks t ™ Pt

Y '

2
XO ~N Dinits dXt — |:’U,§(Xt) + %Sg(Xt)] dt + O'tth

After training = X; ~ Dy



Stochastic Sampling with
Diffusion Models

Sampling a
protein structure
with stochastic
sampling using
the score
function




Denoising Diffusion Models (DDMs)

Denoising diffusion models
= Diffusion models with a Gaussian probability path

2
(our standard example) N(C‘ftza Bt Id)

Terminology (by many people)
Denoising diffusion model = diffusion model

l.e. many people drop the word “denoising” and just say
“diffusion model”.




Special property about DDMs: Score for free!

B; By B2

' ' T — oz
ul2E% (g)2) = (c’vt — &at) z+ &x Vlogpi(z|z) = — t

Both are weighted averages of x and z — We can convert them each other!

arge Oé . Oé
Ul (] 2) = ( 28t _ tﬁt) % log polol s + o

87 87
- o : Qo
U () — ( 2 tﬂt) Viogpi(z) + 2z

You can show this by plugging in the equation and do some algebra



Conversion formula for DDMs

One can also convert the score network into vector field network post
training:

6 20t 6
U, = — — S;\T)+ —
t tOét tﬁt t( ) o

In denoising diffusion models, we don’t have to train the
vector field and score network separately

— they can be converted into one another post-training

The first generation of diffusion models only did score matching!



We arrived at a full end-to-end training and sampling

algorithm! We have a generative model!
Next steps: l IH
- Neural networking architectures 'H H!’H
- Conditioning on a prompt ) — BH o
ol P S o
- Image generators oo -con

- Other applications:
1. Robotics
2. Protein design




Brief literature overview (see lecture notes for details)

- There is a whole zoo of different flow and diffusion model (Don’t be confused!)

- First diffusion models: Discrete time (no ODE/SDEs)

- First SDE-based model: Forward-backward process using time-reversal of
SDEs — construction of a probability path

- Inverted time convention: Data distribution at t=0

Here: Flow matching and stochastic interpolants:

- Arguably most simple flow and diffusion algorithms
- Allows you to restrict yourself to flows

- Allows you go from arbitrary Dinit to arbitrary pdata

Note: Our method allows to convert arbitrary
distributions into arbitrary distributions!




Bridging arbitrary
distributions - Example

Videos without audio — videos
with audio

Low resolution images — high
resolution images

Unperturbed cells — perturbed
cells

etc.

Figure credit: Michael Albergo



Next class:
Monday (Jan 27), 11am-12:30pm
Building an image generator!

E25-111 (same room)

Office hours: Tomorrow (Friday), 11am-12:30pm in 37-212




