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Abstract: This paper presents a study evaluating the perceptual similarity between artificial rever-
beration algorithms and acoustic measurements. An online headphone-based listening test was
conducted and data were collected from 20 expert assessors. Seven reverberation algorithms were
tested in the listening test, including the Dattorro, Directional Feedback Delay Network (DFDN),
Feedback Delay Network (FDN), Gardner, Moorer, and Schroeder reverberation algorithms. A new
Hybrid Moorer–Schroeder (HMS) reverberation algorithm was included as well. A solo cello piece,
male speech, female singing, and a drumbeat were rendered with the seven reverberation algorithms
in three different reverberation times (0.266 s, 0.95 s and 2.34 s) as the test conditions. The test was
conducted online and based on the Multiple Stimuli with Hidden Reference and Anchor (MUSHRA)
paradigm. The reference conditions consisted of the same audio samples convolved with measured
binaural room impulse responses (BRIRs) with the same three reverberation times. The anchor was
dual-mono 3.5 kHz low pass filtered audio. The similarity between the test audio and the reference
audio was scored on a scale of zero to a hundred. Statistical analysis of the results shows that
the Gardner and HMS reverberation algorithms are good candidates for exploration of artificial
reverberation in Augmented Reality (AR) scenarios in future research.

Keywords: reverberation algorithm; BRIR; MUSHRA; Hybrid Moorer–Schroeder (HMS)

1. Introduction

Artificial reverberation algorithms that can simulate a natural reverberation effect
have continuously advanced since Schroeder first added a simulated room acoustic effect
to a sound more than 60 years ago [1]. Such algorithms are applied in the field of virtual
environments to simulate room acoustics and create convincing immersive experiences [2],
for example, in augmented reality (AR) scenarios. AR is a technology that supplements
the real world with virtual objects or scenes to make them appear to coexist in the same
place as the real world [3]. If artificial reverberation is to be used in AR scenarios, it needs
to meet the three properties of AR [3]:

- Combining real and virtual objects in a real environment;
- Running interactively and in real time;
- Registering (aligning) real and virtual objects with each other.

These requirements emphasise the coexistence of virtual and real in the same space, the
interactive alignment and mutual registration of virtual sources with physical reality and
the real-time embeddedness (i.e., deviation from virtual reality) of AR, and its interactive
nature [4]. Therefore, an artificial reverberation suitable for AR environments needs to
be perceived as similar or the same as real reverberation, and react dynamically and in
real-time.

Beginning in the 1960s, many artificial reverberation algorithms have been pre-
sented, the earliest and most famous being the reverberation algorithm presented by
Schroeder [5]. Five popular reverberation algorithms presented by Moorer [6], Gardner [7],
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Jot [8], Dattorro [9], and Alary [10] are considered in this paper. A set of new binaural
reverberation algorithms adapted from the Schroeder and Moorer reverberation algorithms
are presented as well, with a linear structure that is simpler than the topology of Dattoro [9]
and the feedback matrix structure of Alary [10]. The input audio enters through an FIR
filter that simulates early reflections, and is output through a final all-pass filter without
passing through a feedback loop [11].

In this paper, the seven aforementioned reverberation algorithms were implemented
and the similarities between their perceived reverberation effects and measured binaural
room reverberation were compared. A succinct review of reverberation algorithms applied
to AR scenarios is presented before discussing each of the algorithms in depth. Section 2
presents the experimental materials, and methods and the results are presented in Section 3.
Section 4 discusses the results, and Section 5 presents the conclusions of the study.

2. Background
2.1. Virtual vs. Real-World Acoustics

In an effort to establish appropriate reference conditions for this study, prior work
which has looked at comparing real-world acoustic recordings with virtual acoustic render-
ing from acoustic measurements is first considered.

Kearney [12] compared the perceptual differences between actual acoustic recordings
and ’virtual’ recordings made through convolution with binaural room impulse responses
(BRIRs), which represent the transfer functions between a sound source and the ears as
measured in a reverberant space. He assessed the differences between real and virtual violin
and female speech recordings on five subjective attributes (source width, reverberance,
clarity, naturalness and source movement). It was found that, apart from the source
width, which is related to the directional response of the original acoustic source and the
measurement loudspeaker, there was no significant difference between actual and virtual
recordings in the other attributes [12]. The virtual acoustic recordings of the violin samples
had a smaller source width. For the reverberance attribute, the samples did not differ
statistically. For the clarity attribute, in the case of female singing, the virtual recording
showed a significant improvement in clarity over the actual recording. For both source
types, no variation in source movement was perceived overall. In terms of natural timbre,
no significant differences were found between the actual and virtual source recordings.

Blau et al. [13] compared the various perceptual properties of real and auralised rooms
in 2018. Their results showed that when using measured BRIRs, even non-individual BRIRs,
highly convincing speech auralisation is possible. Small defects in the simulations can
be reliably detected. Blau et al. [14] later compared the consistency of the auralisation of
measurement-based binaural room impulse response with the real source (speech signal)
for five attributes (reverberation, source width, source distance, source direction, and
overall quality). The results showed that, although the measured BRIR set for ’reverberance’
was rated slightly lower than the other attributes with a median score of around 7 on a
nine-point scale, for all other attributes, the agreement with the real room was rated with
medians of 7.5 or higher on the nine-point scale based on the measured BRIR. The fact
that the measured BRIR sets were capable of eliciting such high ratings suggests that the
measured impulse response can be made realistically audible for speech. Therefore, it was
concluded that close-to-real binaural auralizations of speech are possible if all modalities
(auditory, visual, etc.) are appropriately reproduced [13]. Others, such as Lokki et al [15],
have evaluated the properties of algorithmic simulations of binaural auralisation in relation
to real head recordings. The results show that the spatial properties are almost identical,
though there are differences in timbre. However, in general the auralisation algorithm
achieves reasonable and natural binaural auralisation.

The perceptual similarity of real and virtual recordings reported in previous work
therefore justifies the use of anechoic audio samples rendered with measured binaural room
impulse responses as reference conditions to represent the ’real’ recorded reverberation in
the current study.
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It is important to note that the above experiments were all implemented in a static
rendering environment and did not involve head tracking or testing in an augmented
reality scenario.

2.2. Reverberation Algorithms for AR Scenarios

It is impractical to apply BRIRs measured in real spaces to AR scenarios, as AR can
happen in any environment, requiring a large database of impulse responses to draw
from, which is not as easy as manipulating the parameters of an algorithmic reverb [16].
Furthermore, measuring an impulse response is non-trivial, and multiple measurements
are required for real-time interpolation if adaptive dynamic reverberation processing based
on any user position is the goal [12,17].

There have been many significant efforts as of the time of writing in the application of
computational reverberation algorithms for convincing AR.

Harma et al. proposed a technique and application of Wearable AR Audio (WARA) [18].
The model’s direct sound and 14 early reflections (six first-order and eight lateral planar
second-order early reflections) were calculated from a simple shoebox room model with
user-adjustable wall, floor, and ceiling positions. To match the length of the reverberation
to that of the pseudo-acoustic environment, diffuse late reverberations were added using
a variant of a Feedback Delay Network (FDN). The parameters of the reverberation algo-
rithm (e.g. reverberation time) were set manually by analysing the reverberation of the
environment or estimating parameters automatically from the binaural microphone signals.
The additional information about the user’s orientation and position required for room
modelling and binaural synthesis was estimated using a number of head-tracking devices.

A real-time binaural room modeling proposal for AR applications based on Scattering
Delay Network (SDN) reverberation was presented by Yeoward, et al. in 2021 [19]. The
combination of Digital Waveguide Network (DWN) and ray-tracing Image Source Method
(ISM) approaches for SDN reverberation provides physical accuracy close to room sim-
ulation models while meeting the lower processing requirements of other reverberators
that use delay networks [19–21]. A study by Djordjevic et al. [22] indicated that SDNs are
considered more natural than binaural room impulse responses, ray tracing, and feedback
delay networks in evaluations based on non-interactive simulations of two listening rooms.
However, the suitability of SDNs for AR applications needs to be determined, as binau-
ral SDN models have not been proposed in real-time architectures suitable for mobile or
wearable computing devices [19].

Because this paper evaluates artificial reverberation algorithms based on delayed
networks, SDN reverberation based on digital waveguide networks (DWN) and ray-traced
image source models are not included among the studied algorithms. Moreover, the
main disadvantage of computational acoustics is that the transfer operators take up a
large memory footprint when sound propagates between surfaces, with the result that
computational methods encounter a bottleneck [23,24].

Conversely, artificial reverberation algorithms based on delay network structures
have flexible parameterization characteristics and better real-time performance [25]. It
is useful to examine the output of such algorithms by looking at their response to a
discrete unit sample function [26] passing through various filters and delay lines and
feedback connections. This is equivalent to visualization of RIRs, and is readily achieved
within the MATLAB environment [27], which has a rich filter structure database. In
addition to recursive filters based on delay networks, simple finite impulse response (FIR)
filters can be used to implement early reflection simulations. As a filter with no feedback
support, FIR filters can be designed with arbitrary amplitude-frequency characteristics
while maintaining strict linear phase characteristics, and are widely used in speech and
data transmission [28]. However, because the filter has no feedback, more coefficients
are required in the system equations [29]. For the purposes of AR, simplicity, real-time
performance and computational efficiency must be considered.
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In this context, the present paper is devoted to analysing the similarity between
reverberation simulated with different delay networks against measured BRIRs.

For plausible AR scenarios, two channel binaural listening needs to be considered [30].
Binaural reverberation not only encapsulates room effects, it includes the cues for human
sound source localisation, that is, inter-aural time and level differences and spectral cues
due to the torso, head, and pinnae [31]. Therefore, the reverberation algorithms mentioned
throughout this paper are binaural. In the case of measured reverberation, the BRIRs are
impulse responses measured with a binaural dummy head.

2.3. Delay Network Reverberation

The traditional approach to synthesizing reverberation is based on delay networks
combining feedforward paths to render early reflections and feedback paths to synthesize
late reverberation [32]. One of the earliest and most famous reverberation algorithms was
presented by Schroeder in 1961 [5]; it has a simple structure consisting of four parallel
comb filters and two series all-pass filters, as shown in Figure 1 [27]. Natural reverberation
consists of random closely-spaced impulse responses of exponentially decaying ampli-
tude [33]. The first two conditions can be achieved by ensuring that the delay of each
comb filter has no common divisor, and exponential decay can be achieved by making
their reverberation times equal [5,8,34–37]. The reverberation time of the comb filters is
equal to the overall reverberation time. Therefore, according to Schroeder’s recommenda-
tion [5,27], the maximum to minimum delay ratio of the four comb filters is approximately
1.5 (especially between 30–45 ms) and the gain of the comb filters are adjusted to obtain
the desired reverberation time. The two all-pass filters have delays of approximately
5 ms and 1.7 ms, respectively, and their gains are both adjusted to 0.7. In this study’s
implementation of Schroeder reverberation, the reverb time (RT60) is a user-oriented and
adjustable parameter (range 0.1–5 s). The filter delays (T) are set according to Schroeder’s
recommendations [5,27], and the filter gains (g) are calculated from the delay time (T) and
the reverberation time (RT60) through Equation (1) [5]. The parameter values of each filter
are presented in Table 1 [38].

g = 0.001(T/RT60) (1)

Table 1. The parameter values of the Schroeder reverberation algorithm [38].

Filter Delay (s) RT60 (s)

COMB1 0.0297 RT60
COMB2 0.0371 RT60
COMB3 0.0411 RT60
COMB4 0.0437 RT60

ALLPASS1 0.005 0.09683
ALLPASS2 0.0017 0.03292

Note 1 Reverb time (RT60) is a user-oriented and adjustable parameter (range 0.1–5 s).

Moorer enhanced the Schroeder reverberation algorithm in 1979 [6] through four
critical modifications, as shown in Figure 2 [39]. The first improvement was a Finite
Impulse Response (FIR) delay line inserted in order to simulate the early reflections of
the RIR. Another modification was inserting a one-pole low-pass filter into the feedback
loop of each comb filter to simulate the absorption of sound by air in order to decrease the
reverberation time at high frequencies, making the sound appear more real. Here, this is
called the low-pass-feedback (LPF) comb filter. The third improvement was to increase the
number of comb filters from four to six in order to obtain higher echo and modal density,
especially for longer reverberation times. Finally, Moorer replaced the all-pass filter near
the output with a delay filter to ensure that the late reflections arrive at the output a little
later than the early reflections. Moorer proposed parameters for all filters in his study [6].
As in Schroeder’s reverberation algorithm, the random and closely spaced characteristics
of pulses can be realized by ensuring that the delay of each comb filter has no common
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divisor, while the exponential attenuation can be realized by making its reverberation time
(RT60) equal. Here, adjustments have been made to the parameters of the original low-pass
comb reverberation filter. As in the Schroeder reverberation algorithm, the filter gain (g) is
calculated from the delay time (T) and reverb time (RT60) through Equation (1). The FIR
parameter values are presented in Table 2 [6]. The low-pass feedback gain values for all
low-pass feedback comb filters are 0.9, and the values of the late reverberation filters are
shown in Table 3 [6].

Figure 1. The structure of Schroeder reverberation algorithm [27].

Figure 2. The structure of Moorer reverberation algorithm [39], where the part A is the FIR delay
line for simulating early reflections and the part B that is composed of six parallel low-pass-feedback
comb filters, an all-pass filter and a delay filter is to simulate late reverberation.
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Table 2. The parameter values of the early FIR of the Moorer reverberation algorithm [6].

Tap Delay (s) Gain

1 0.0043 0.841
2 0.0215 0.504
3 0.0225 0.491
4 0.0268 0.379
5 0.0270 0.380
6 0.0298 0.346
7 0.0458 0.289
8 0.0485 0.272
9 0.0572 0.192
10 0.0587 0.193
11 0.0595 0.217
12 0.0612 0.181
13 0.0707 0.180
14 0.0708 0.181
15 0.0726 0.176
16 0.0741 0.142
17 0.0753 0.167
18 0.0797 0.134

Table 3. The parameter values of the the late reverberation filters of the Moorer reverberation algorithm [6].

Filter Delay (s) RT60 (s)

LPF COMB1 0.04 RT60
LPF COMB2 0.041 RT60
LPF COMB3 0.043 RT60
LPF COMB4 0.055 RT60
LPF COMB5 0.059 RT60
LPF COMB6 0.061 RT60
ALLPASS1 0.007 0.09683

DELAY 0.0017 -
Note 1 Reverb time (RT60) is a user-oriented and adjustable parameter (range 0.1–5 s).

Gardner proposed a set of reverberation algorithms aimed at simulating the reverbera-
tion effects of different room sizes [7]. These algorithms share three similar structures for
different sizes of room (small, medium, and large) with different reverberation times [40].
These three reverberator structures are shown in Figures 3–5, respectively [7,27], and their
corresponding reverberation time ranges are presented in Table 4 [7]. The structures of
these three algorithms mainly include all-pass filters (simple and nested), delay filters, and
a first-order low-pass filter. In this study’s implementation of the Gardner reverberation,
the delay length of each filter is adjusted somewhat to better match the correct reverberation
time. The corresponding parameter values for each filter are presented in Table 5 [7].

Table 4. The corresponding reverberation time ranges for each Gardner reverberator [7].

Gardner Reverberator Structures Reverberation Time Ranges (s)

Small-size-room reverberator structure 0.38 ≤ RT60 ≤ 0.57
Medium-size-room reverberator structure 0.58 ≤ RT60 ≤ 1.29

Large-size-room reverberator structure 1.30 ≤ RT60 < ∞
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Figure 3. The structure of the Gardner reverberation algorithm for small size room [7].

Figure 4. The structure of the Gardner reverberation algorithm for medium size room [7].

Figure 5. The structure of the Gardner reverberation algorithm for large size room [27].
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Table 5. The parameter values of the the late reverberation filters of the Gardner reverberation algo-
rithm [7].

Gardner
Reverberation Filter Delay (ms) Delay Length Gain

Lowpass1 0.6
Delay 24 24× 8 -

DNA_O 35 35× 8 0.3
DNA_I1 22 22× 8 0.4

Small-size-room DNA_I2 8.3 8.3× 8 0.6
SNA_O 66 66× 8 0.1
SNA_I 30 30× 8 0.4

Lowpass2 1/4200
GAIN - - 0.5

DNA_O 35 35× 15 0.3
DNA_I1 8.3 8.3× 15 0.7
DNA_I2 22 22× 15 0.5
Delay1 5 5× 15 -

Allpass1 30 30× 15 0.5
Medium-size-

room Delay2 67 67× 15 -

Delay3 15 15× 15 -
SNA_O 39 39× 15 0.3
SNA_I 9.8 9.8× 15 0.6
Delay4 108 108× 15 -

Lowpass 1/2500
GAIN - - 0.5

Lowpass1 0.6
Allpass1 8 8× 15 0.3
Allpass2 12 12× 15 0.3
Delay1 4 4× 15 -
Delay2 17 17× 15 -
SNA_O 87 87× 15 0.5

Large-size-room SNA_I 62 62× 15 0.25
Delay3 31 31× 15 -
Delay4 3 3× 15 -

DNA_O 120 120× 15 0.5
DNA_I1 76 76× 15 0.25
DNA_I2 30 30× 15 0.25

Lowpass2 1/2600
GAIN - - 0.34

Note 1 The DNA presents the double nested allpass filter, the SNA presents the signal nested allpass filter, and O
presents the outer and I presents the inner. GAIN present all gain filters in each structure.

Feedback Delay Network (FDN) was proposed by Jot in 1992 [8]. It consists of N-
dimensional delay lines and a feedback matrix, as shown in Figure 6 [10,27,41]. As a novel
and versatile reverberator design structure, it provides separate and independent control of
the energy storage, damping, and diffusion components of the reverberator [42]. Compared
with parallel comb filters, this feedback structure can generate much higher echo density
given a sufficient number of non-zero feedback coefficients and delay lengths [41]. In this
paper, we adopt four-dimensional delay lines. In this structure, following Schroeder’s ad-
vice [5], the delay length (mi) of each delay line is derived from a prime power exponential
delay Equations (2) to (5). The gain (gi) for each delay line is calculated from a given rever-
beration time (RT60) and sample rate (Fs) by Equations (6) to (8) according to Alary’s [10]
suggestion. The feedback matrix (A) is implemented by a fourth-order Hadamard matrix.
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The input gain (bi), output gain (ci), and direct sound gain (d) are all set as 1 in this structure,
and can be adjusted as required. The total minimum delay length Mmin is defined as

M_min = d0.15× Fs× RT60e (2)

where de indicates plus one for rounding; di is the preliminary estimate of the non-prime-
number delay length for each delay line, and is expressed as

di = dM_min/N + (i− 1)×M_min÷ (N × 5)e. (3)

ppwri is the index of the position of the prime number to be drawn from the set of
prime numbers, given by

ppwri = [log(di)÷ log(prii)] (4)

where prime prii is 2, 3, 5, 7, 11, etc., [] means rounding to the nearest whole number, and
mi is the delay of each delay line, which is a power of a distinct prime provided by

mi = prippwri
i . (5)

gdB is a per-sample attenuation gain, glin is a linear scale gain converted from a
logarithmic scale gain, and gi is the target gain of each delay line, given respectively as

gdB =
−60

RT60 × Fs
(6)

glin = 10
gdB
20 (7)

gi = (glin)
mi (8)

Figure 6. The structure of Feedback Delay Network (FDN) [10,41], where the part A represents the
feedback coefficient matrix.

Dattorro published a topology structure for a reverberation algorithm in 1997 [9].
The implementation of this reverberation structure is composed of a pre-delay followed
by a low-pass filter, a decorrelation stage, and a ‘tank implementation’, as shown in
Figure 7 [27]. The decorrelation stage includes four cascaded all-pass filters which can
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perform a rapid build-up of echo density. The decorrelation stage does not have a feedback
loop, and as such is straightforward; however, the ‘tank’ is more complex because of
its recursive structure [27]. The ‘tank implementation’ consists of two cross-coupled
symmetrical lines, which cause the infinite recirculation of the input signal. Each line
contains two all-pass filters, two delays, a low-pass filter, and two decay coefficients for
attenuation. These decay coefficients help to control the reverberation time. The input
signal passes through these filtering structures accordingly, and the network produces a
final decorrelated all-wet stereo output by summing up six output signals extracted from
the ‘tank implementation’ [27]. The delay length is marked in Figure 7 [27]; the delay of
the pre-delay is 0.001 s, the decay is derived from a given reverberation time (RT60) and
sample rate (Fs) by Equations (9) to (12), and the other parameters used in this structure
are presented in Table 6 [27]. In addition, the delays and signs used to generate the output
of Dattoro’s reverberator are provided in Table 7 [27].

m = 0.15× Fs× RT60 (9)

decaydB =
−60

RT60 × Fs
(10)

decaylin = 10
decaydB

20 (11)

decay = (decaylin)
m (12)

Figure 7. The structure of the Dattorro reverberation algorithm [27].



Appl. Sci. 2023, 13, 840 11 of 29

Table 6. The parameters of the Dattorro reverberation algorithm [27].

Filter Gain name Gain

LOWPASS 1 bandwidth 18,000/Fs
ALLPASS 1 input_diffusion 1 0.6
ALLPASS 2 input_diffusion 1 0.6
ALLPASS 3 input_diffusion 2 0.5
ALLPASS 4 input_diffusion 2 0.5
ALLPASS 5 decay_diffusion 1 0.56
ALLPASS 5’ decay_diffusion 1 0.56
LOWPASS 2 damping 0.7
LOWPASS 2’ damping 0.7
ALLPASS 6 decay_diffusion 2 0.4
ALLPASS 6’ decay_diffusion 2 0.4

Table 7. Delays and signs used to generate the output of Dattoro’s reverberator [27].

Left Channel Right Channel

Output Delay Sign Output Delay Sign

out_4 394 + out_1 round(394 + 128× Delvar) +
out_4 4401 + out_1 round(4401 + 966× Delvar) +
out_5 2831 - out_2 round(2831 + (−1014)× Delvar) -
out_6 2954 + out_3 round(2954 + 1002× Delvar) +
out_1 2945 - out_4 round(2945 + 179× Delvar) -
out_2 277 - out_5 round(277 + 219× Delvar) -
out_3 1578 - out_6 round(1578 + (−1399)× Delvar) -

Note 1 The round presents rounding the calculated decimals to the nearest whole number, and the Delvar as a
random constant, presents the delay difference between right channel and left channel. The parameter Delvar is
set to 0.1 in this thesis, but it can be adjusted.

Alary designed a new reverberation algorithm named the Directional Feedback Delay
Network (DFDN) in 2019, which is shown in Figure 8 [10]. The DFDN is an extension
of a conventional FDN, which can produce direction-dependent reverberation times and
control the energy decay of a reverberant sound field, which is suitable for anisotropic
decay reproduction on a loudspeaker array or in binaural playback through the use of
Ambisonics [10]. Considering computational cost, the higher the order of the Ambisonics,
the longer the running time. When comparing the computational cost with a traditional
FDN, the cost of the DFDN increases by a factor equal to the number of channels in the
delay line group. For example, a four delay-line DFDN using third-order Ambisonics was
adopted by Alary [10]; thus, his reverberator has four groups of sixteen delay lines, making
for a total of 64 delay lines. Therefore, the number of delay lines increases by a factor of 16
when compared to an equivalent conventional FDN. However, the DFDN used in this paper
adopts four delay lines using first-order Ambisonics in order to reduce computational costs.
First-order Ambisonics includes four channels, meaning that the reverberator has four
groups of four delay lines, making for a total of sixteen delay lines, which decreases the
number of delay lines by a factor of four compared to an equivalent third-order Ambisonics
DFDN. The parameters and simulation of this reverberation algorithm can be found in
Alary’s research [10].

2.4. Hybrid Moorer–Schroeder Implementation

In this paper, we propose a new reverberation algorithm which combines and modi-
fies the Schroeder and Moorer reverberation algorithms, with the aim of simulating the
reverberation effects of different sized rooms. This algorithm is referred to as the Hybrid
Moorer–Schroeder (HMS) reverberation algorithm in this paper. The HMS reverberation
algorithm simulates the reverberation of rooms of different sizes (small, medium, and
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large) by varying the filter coefficients in the internal structure depending on different
reverberation time ranges.

Figure 8. Structure of Direction Feedback Delay Network (DFDN) [10].

2.4.1. The Basic Mono Structure of the HMS Reverberation Algorithm

The reverberation structures of the algorithm are shown in Figure 9. The filter coef-
ficients in the dashed boxes change according to the reverberation time range shown in
Table 4, and the lower limit of the time range for small-size-room reverberator is 0. The
structures of the HMS algorithm mainly include an FIR delay line, comb filters, low-pass-
feedback comb filters, all-pass filters, delay filters, and first order low-pass filters.

The large-room HMS reverberation algorithm was modified by inserting a one-pole
low-pass filter following the FIR delay line in the Moorer reverberation algorithm [6]
to filter the high-frequency noise to smooth the audio [43]. Another all-pass filter was
inserted between the all-pass filter and the delay filter to increase the number of echoes
from the comb filter output and ensure that their phase characteristics cause minimal
interference [27,44]. Meanwhile, a further low-pass filter was added following the parallel
low-pass-feedback comb filters to further reduce the high-frequency noise and simulate the
air absorption [6,43]. The parameter values of the FIR are the same as those for the Moorer
reverberation algorithm shown in Table 2 [6]. The gain values of low-pass filters 1 and 2 are
0.6 and 0.3, respectively. The low-pass feedback gain values for all low-pass feedback comb
filters are 0.9. The parameter values of the other late reverberation filters are presented in
Table 8.

Table 8. Parameter values of the the late reverberation filters of the HMS reverberation algorithm for
large and medium room sizes.

Filter Delay (s) RT60 (s)

LPF COMB1 0.082 RT60
LPF COMB2 0.093 RT60
LPF COMB3 0.113 RT60
LPF COMB4 0.123 RT60
LPF COMB5 0.145 RT60
LPF COMB6 0.203 RT60
ALLPASS1 0.005 0.09683
ALLPASS2 0.0017 0.03292

DELAY 0.02/0.01 -
Note 1 Reverb time (RT60) is a user-oriented and adjustable parameter (range 0.1–5 s). Note 2 DELAY value 0.02 is
for large size room and 0.01 is for medium size room.
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The medium-room HMS reverberation algorithm was achieved by setting the gain (g)
and delay coefficients (z−1) of low-pass filter 2 to zero in the large-room HMS reverberation
algorithm, as shown in Figure 10, effectively removing it from the algorithm. A study by
Harris et al. [45] indicated that the attenuation constant of air is usually important only
in large rooms or at high frequencies; thus, further simulation of high frequency noise
attenuation and air absorption is not necessary in medium and small rooms. The parameter
values of the FIR are same as those for the Moorer reverberation algorithm shown in
Table 2 [6]. The gain value of low-pass filter 1 is 0.55. The gain value of the low-pass
feedback of all low-pass-feedback comb filters is 0.9. The parameter values of the other late
reverberation filters are presented in Table 8.

The small-room HMS reverberation algorithm was improved by adding a Finite
Impulse Response (FIR) delay line and a one-pole low-pass filter following the FIR delay
line before the Schroeder reverberation algorithm [5]. Therefore, as in the medium-room
HMS algorithm, the coefficients of low-pass filter 2 were set to zero in the large-room HMS
algorithm, as shown in Figure 10. Furthermore, all gain (g and gL) and delay coefficients
(z−m and z−1) of low-pass-feedback comb filters 5 and 6 were set to zero, as shown in
Figure 11, disabling low-pass-feedback comb filters 5 and 6. The gain (gL) and delay
coefficients (z−1) of the low-pass feedback section of low-pass feedback comb filters 1 to 4
were set to zero as well, as shown in Figure 11. This means that low-pass-feedback comb
filters 1 to 4 were converted to comb filters 1 to 4, as shown in Figure 12. The coefficient of
the delay filter was set to zero, meaning that it does not function. The parameter values of
FIR are the same as for the Moorer reverberation algorithm shown in Table 2 [6]. The gain
value of low-pass filter 1 is 0.3. The parameter values of the other late reverberation filters
are presented in Table 9.

Table 9. Parameter values of the the late reverberation filters of the HMS reverberation algorithm for
small rooms.

Filter Delay (s) RT60 (s)

COMB1 0.0297 RT60
COMB2 0.0371 RT60
COMB3 0.0411 RT60
COMB4 0.0437 RT60

ALLPASS1 0.005 0.09683
ALLPASS2 0.0017 0.03292

2.4.2. The Binaural Optimised Structure of Reverberation Algorithms

In order to realise binaural audio, all reverberation algorithms mentioned in
Sections 2.3 and 2.4.1 were optimised with two channels to generate binaural reverberation,
as shown in Figure 13. Here, the mono input is the output of the above seven reverberation
algorithms. First, the above mono structures are regarded as the left channel of the bin-
aural reverberation algorithm, and the difference between right channel and left channel
is achieved through a random constant as the delay parameter (Delvar). The parameter
Delvar is set to 0.1 in this paper, though it can be adjusted. The filter delay parameters for
the right channel reverberation structure are implemented by Equation (13):

δ_right = δ_le f t× (1 + ∆) (13)

where δ_right is the delay parameter for all filters in the right channel, δ_le f t is the delay
parameter for all filters in the left channel, and ∆ is the random delay parameter mentioned
above.
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Figure 9. The structure of the HMS reverberation algorithm, where the part A is the FIR delay line
for simulating early reflections and the part B that is composed of different filters is to simulate late
reverberation.

Figure 10. The structure of the low-pass filter in the large-room HMS reverberation algorithm.

Figure 11. The structure of the low-pass feedback comb filter in the large-room HMS reverberation
algorithm.
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Figure 12. The structure of the comb filter in the large-room HMS reverberation algorithm.

Next, the Interaural Cross-correlation Coefficient (IACC) of the left channel and the
right channel are matched with a measured BRIR through a channel correlation parameter
(corr_scale) as Equation (14). Interaural Cross-Correlation is a measure of the difference
between the signals received by a person’s two ears that measures the spaciousness of
the listening room and the listener’s envelopment [46]. Large IACC values correspond
to greater degrees of envelopment and a more enjoyable overall listening experience in
auditoriums [47].

Imp_IACC = Imp + Imp_ f lipped× corr_scale (14)

where Imp is the output binaural impulse response (two columns) from reverberation algo-
rithms, Imp_ f lipped is the flip column of the output binaural impulse response around the
vertical axis in the left–right direction, Imp_IACC is the output binaural impulse response
after matching IACC, and corr_scale is the channel correlation parameter mentioned above.

The minimum phase reconstructed version of the 0 degree azimuth and 0 degree
elevation HRIR from Subject D1 of the SADIE II database is added as the direct sound
component [48]. The minimum-phase version is taken to ensure the energy of the impulse
response is moved to the start of the filter, implemented via the rceps function in MATLAB.

The timbre of the reverberation is then matched to the measured BRIR. Timbre match-
ing is performed separately for the left and right channels, and is only performed on the
reverberation, not on the direct sound. IRs from the reverberators are extracted and the root
mean square value in Equivalent Rectangular Bandwidth (ERB) bands is compared to the
measured IR using a 4096 tap ERB linear phase filter bank with 24 bands. The difference in
each band is then computed and the algorithmic reverb is scaled by the difference. Outputs
from the filterbank are then summed and the direct sound is added.

Finally, the direct-to-reverberant (D/R) energy ratio of the impulse response generated
by the reverberation algorithm is matched with the measured BRIR. The original D/R
energy ratio of the impulse response generated by the reverberation algorithm is first found
by Equation (15), then its reverberation portion is scaled by Equation (16) to match the D/R
energy ratio of the desired measured impulse response. The direct-to-reverberant (D/R)
energy ratio can then be used as an acoustic cue in a reflective environment in relation
to a one-to-one distance, avoiding confusion with source characteristics [49]. In a typical
listening room, the direct sound field energy decays proportionally to the (logarithmic)
distance, while the energy of the reverberant sound field is independent of the distance.
Therefore, D/R can in principle be used to estimate the distance of a sound source [50].

DRR_orig = mean(rms(Direct))/mean(rms(Reverb)) (15)

where DRR_orig is the original D/R energy ratio of the impulse response generated by
the reverberation algorithm, mean represents the average of the left and right channels,
rms represents the calculation of the root mean square, Direct represents the direct sound
portion, and Reverb represents the reverberation portion:

Reverb_RA = (Reverb× DRR_orig)/DRR_M, (16)

where Reverb_RA is the scaled reverberation portion, Reverb is the original reverberation
portion, and DRR_M represents the D/R energy ratio of desired measured impulse response.
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Figure 13. Structure of the binaural reverberation algorithm

3. Materials and Methods

A listening test based on the Multiple Stimuli with Hidden Reference and Anchor
(MUSHRA) paradigm [51] was designed to evaluate the similarity between the artificial
reverberation algorithms and measured reverberation. Here, similarity represents the
closeness of timbre and perceived reverberation. A scale of zero to one hundred was
adopted. The reference condition is set as the standard and a test condition that is perceived
as the same as the reference condition is scored as 100.

3.1. Test Materials and Reference Binaural Room Impulse Responses

The seven reverberation algorithms defined in Section 2.3 and 2.4.1 were used in the
listening test, and each algorithm was binauralized according to the method in Section 2.4.2.
The test materials consisted of commonly used male speech, female singing, a solo cello
piece, and a drumbeat [52], each rendered with the seven different reverberation algorithms
with three different reverberation times (0.266 s, 0.95 s, and 2.34 s). Jouni Paulus et al. used
these same materials as part of their experimental material when studying the perceived
level of late reverberation in speech and music [53]. The four audio samples were chosen
for the following reasons:

- Male speech is a common and recognised sound source with a familiar timbre.
- Female singing is a familiar musical source with less energy at low frequencies.
- A solo cello piece is used as a low frequency source.
- A drumbeat is used as an example of more transient sounds.

These four test materials are all one-channel anechoic audio of 10 s length with
44.1 kHz sample rate and 24 bits bit depth.

The reference conditions are obtained by the four audio samples rendered with mea-
sured BRIRs with the three different reverberation times.

In each trial, there are nine stimuli: seven stimuli convolved with different BRIRs
generated by seven different reverberation algorithms, one hidden reference, and one low
anchor (dual-mono 3.5 kHz low pass filtered audio), for a total of 108 stimuli and 12 trials
in the whole listening test.

The BRIR with 0.266 s reverberation time, shown in Figure 14a, was measured from
Control Room 7 at WDR Broadcast Studios, Germany. It was taken using a KU100 at 3 m
from the source [54]. The BRIR with 0.95 s Reverberation time, shown in Figure 14b, was
measured from the Printing House Hall at Trinity College Dublin, Ireland. It was obtained
using a KU100 at 2 m from the source [55]. The BRIR with 2.34 s Reverberation time,
shown in Figure 14c, was measured from the Lady Chapel at St Alban’s Cathedral, United
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Kingdom. It was taken using a KU100 at 4.2 m from the source [56]. A comparison of
IACC and D/R energy ratio between the measured BRIRs and BRIRs generated from the
reverberation algorithms is presented in Table 10. The IACCs of all BRIRs generated by the
reverberation algorithm are matched as closely as possible to the IACCs of the measured
BRIRs, and all the D/R energy ratios have been matched exactly.

(a) (b) (c)

Figure 14. The spectrograms of the BRIRs used in the listening test: (a) BRIR with 0.266 s reverberation
time, (b) BRIR with 0.95 s reverberation time, and (c) BRIR with 2.34 s reverberation time.

Table 10. Comparison of IACC and D/R energy ratio between measured BRIRs and BRIRs generated
from reverberation algorithms.

Parameters
Reverberation Time

Reverberation Algorithms
Measured BRIR Schroeder Moorer Gardner FDN Dattorro DFDN HMS

0.266 s 0.6415 0.7809 0.6415 0.7854 0.6415 0.6184 0.6415 0.6415
IACC 0.95 s 0.7625 0.7625 0.7625 0.7625 0.7625 0.6719 0.7625 0.7625

2.34 s 0.5339 0.5339 0.5339 0.5339 0.5339 0.5339 0.5339 0.5339

0.266 s 17.4116 17.4116 17.4116 17.4116 17.4116 17.4116 17.4116 17.4116
D/R ratio 0.95 s 31.4731 31.4731 31.4731 31.4731 31.4731 31.4731 31.4731 31.4731

2.34 s 26.1826 26.1826 26.1826 26.1826 26.1826 26.1826 26.1826 26.1826

3.2. Experimental Design

The whole listening test was built on the WebMUSHRA online platform [51]. The
participants were informed of the purpose of the experiment and the protocol of the
experiment prior to conducting their trial on the online platform. After participants
reviewed the information sheet and agreed the consent form, they could access the whole
listening test via a WebMUSHRA URL. At the end of the listening test, demographic
information such as email, type of headphone used, age, and gender were collected.
This study was approved by the University of York Physical Sciences Ethics Committee
(approval code: Mi070821).

A training session was conducted before the test, where participants could set a safe
and comfortable headphone listening level, read the description carefully, and familiarize
themselves with the user interface.

Participants were asked to listen to the reference audio and each stimulus carefully
and to judge the similarity between each stimulus and the reference audio sample on a scale
of zero to a hundred. The stimulus which was the same as the reference audio sample was
expected to score a hundred, and the more similar the other stimuli were to the reference
audio sample, the higher the expected score.

3.3. Subjects

A total of 26 participants completed the test. Twenty of these were selected as expert
listeners and experienced assessors according to the post-screening of assessors in ITU-R
BS.1543-3 recommendation [57]. Six of the participants who did not meet this criteria were
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excluded. Each participant was paid to take part in the test, which lasted about 40 min. All
participants were between 20 and 60 years old; ten identified as male and ten as female.
All of these participants were members of York AudioLab or music-related majors at the
University of York or Beijing Film Academy.

3.4. Design Limitations

Due to the COVID-19 pandemic, this listening was conducted remotely online; thus,
the listening environment, type of headphones (although Beyerdynamic DT990 was ad-
vised), and volume of audio samples were dependent on the preference of the test sub-
jects. The headphone types used in this experiment included seven Beyerdynamic DT990,
two BeyerDynamic DT770, two Beyerdynamic DT240, two ATH-M50x, two AKG K701,
one QDC Anole V6, one Audeze LCD-X, one Harman AKG N60NC (plugged in), one
NEUMANN NDH20, and one Sony MDR7506. A significance test between the Bey-
erdynamic DT990 and other headphones was carried, out, with the results shown in
Table A1 in Appendix A. No significant differences were observed between the Beyerdy-
namic DT990 and other headphones; thus, no particpants were excluded based on the type
of headphones.

The COVID-19 pandemic imposed limitations on the search for voluntary participants.
Finding a large number of people to participate in studies remotely was difficult; thus, the
experiment analysed a sample of only about 20 participants. According to ITU-R BS.1543-3
recommendation [57], in a situation where listening test conditions are tightly controlled
in terms of both technique and performance previous experience has shown that data
from no more than 20 evaluators may be sufficient to draw appropriate conclusions from
the test. Therefore, it is justifiable for this experiment to analyse a sample of only about
20 participants.

4. Results

In this experiment, the average score of the reverberation algorithms was used as
a criterion for judgment. The higher the score, the better the simulation effect. After all
the results were collected, box plots were used to detect outliers. The data were then
subjected to mean analysis to determine which algorithm scored the highest and was the
most similar to the real reverberation. This was followed by a significance test and a post
hoc test to check whether there were significant differences between the algorithms. In
addition, the processing times of each reverberation algorithm were analysed to compare
their computational costs.

4.1. Mean Value Analysis

Box plots were used to detect the outliers from the raw data, defined as the val-
ues outside the upper and lower quartiles plus 1.5 times the interquartile range [58].
Figures 15–18 show box plots of the scores for the seven reverberation algorithms, reference
(Ref), and anchor applied to female singing, male speech, cello piece, and drumbeat with
0.266 s, 0.95 s, and 2.34 s reverberation times, respectively. As these outliers were not
identified as input or measurement errors and the listening test was based on a subjective
evaluation, these outliers were retained and analysed using non-parametric hypothesis
tests to ensure robustness.

The data provided by these 20 experienced participants were then averaged to de-
termine which algorithm was perceived as having reverberation most similar to the real
reverberation. Figure 19a–c present the mean score with standard error of the female
singing simulated by reverberation algorithms under short (0.266 s), medium (0.95 s), and
long (2.34 s) reverberation times. Similarly, Figure 20a–c, Figure 21a–c, and Figure 22a–c
present the same data for the male speech, cello piece, and drumbeat, respectively.
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(a) (b) (c)

Figure 15. Box plots of the scores of seven reverberation algorithms, reference and anchor simulating
female singing, male speech, cello piece, and drumbeat with 0.266 s, 0.95 s, and 2.34 s reverberation
time: (a) 0.266 s, (b) 0.95 s, (c) 2.34 s (’+’ in figures presents outliers).

(a) (b) (c)

Figure 16. Box plots of the scores of the seven reverberation algorithms, reference, and anchor
simulating male speech with 0.266 s, 0.95 s, and 2.34 s reverberation time: (a) 0.266 s, (b) 0.95 s,
(c) 2.34 s (’+’ in figures presents outliers).

(a) (b) (c)

Figure 17. Box plots of the scores of the seven reverberation algorithms, reference, and anchor
simulating cello piece with 0.266 s, 0.95 s, and 2.34 s reverberation time: (a) 0.266 s, (b) 0.95 s, (c) 2.34 s
(’+’ in figures presents outliers).
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(a) (b) (c)

Figure 18. Box plots of the scores of the seven reverberation algorithms, reference, and anchor
simulating drumbeat with 0.266 s, 0.95 s, and 2.34 s reverberation time: (a) 0.266 s, (b) 0.95 s, (c) 2.34 s
(’+’ in figures presents outliers).

(a) (b) (c)

Figure 19. The error bars of the mean score with standard error of the female singing simulated by
the reverberation algorithms under short (0.266 s), medium (0.95 s), and long (2.34 s) reverberation
times: (a) 0.266 s, (b) 0.95 s, (c) 2.34 s.

(a) (b) (c)

Figure 20. The error bars of the mean score with standard error of the male speech simulated by the
reverberation algorithms under short (0.266 s), medium (0.95 s), and long (2.34 s) reverberation times:
(a) 0.266 s, (b) 0.95 s, (c) 2.34 s.
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(a) (b) (c)

Figure 21. The error bars of the mean score with standard error of the cello piece simulated by the
reverberation algorithms under short (0.266 s), medium (0.95 s), and long (2.34 s) reverberation times:
(a) 0.266 s, (b) 0.95 s, (c) 2.34 s.

(a) (b) (c)

Figure 22. The error bars of the mean score with standard error of the drumbeat simulated by the
reverberation algorithms under short (0.266 s), medium (0.95 s), and long (2.34 s) reverberation times:
(a) 0.266 s, (b) 0.95 s, (c) 2.34 s.

The mean scores of the above reverberation algorithms are listed in Table 11. The
highest scores are shown in bold and are concentrated among the Gardner and HMS
reverberation algorithms. In general, the Gardner reverberation algorithm’s simulation of
long reverberation is perceived as closer to the real reverberation. The HMS reverberation
algorithm generally performs better in the simulation of medium and short reverberation
times, except for the female singing in the short reverberation time, where the Gardner
reverberation algorithm outperforms the HMS algorithm.

4.2. Statistical Analysis
4.2.1. Non-Parametric Kruskal–Wallis One-Way ANOVA Test

Listening test data were checked for normality and variance homogeneity using the
Lilliefors test [59] and Bartlett test [60]. The results show that not all data conform to normal
distribution and homogeneity of variance. In addition, because of the presence of outliers
and in order to ensure robustness, a non-parametric Kruskal–Wallis one-way ANOVA
test [61] with 95% confidence intervals [62] was run to determine whether there were sig-
nificant differences between the seven reverberation algorithms. The results are presented
in Table 12. The null hypothesis was that there were no significant differences between the
seven reverberation algorithms. All p-values were less than the significance level of 0.05;
thus, the null hypothesis is rejected, meaning that there are significant differences between
the seven reverberation algorithms.
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Table 11. The mean scores of the above reverberation algorithms simulating the female singing, male
speech, cello piece, and drumbeat at short (0.266 s), medium (0.95 s), and long reverberation times
(2.34 s), respectively.

Stimuli
Reverberation
Time

Reverberation
Algorithms

Dattorro DFDN FDN Gardner Moorer HMS Schroeder

0.266 s 29.10 50.65 64.10 85.05 72.65 73.05 73.90
Female singing 0.95 s 30.35 31.70 53.45 57.25 58.00 81.25 74.90

2.34 s 36.45 15.65 69.50 77.10 37.60 56.10 65.80

0.266 s 17.45 51.00 62.25 57.15 51.00 69.90 57.90
Male speech 0.95 s 24.15 19.30 38.55 40.50 56.10 72.15 68.35

2.34 s 29.15 11.35 28.10 64.10 37.85 49.00 43.25

0.266 s 49.95 65.10 75.70 77.05 77.05 80.40 65.90
Cello piece 0.95 s 45.20 35.45 59.45 57.40 65.60 82.85 70.90

2.34 s 54.60 22.20 62.70 78.40 45.85 66.20 48.55

0.266 s 17.70 35.50 52.90 57.45 59.70 60.15 53.60
Drumbeat 0.95 s 13.50 11.85 34.15 42.00 63.55 68.55 56.15

2.34 s 24.00 11.55 22.15 48.85 46.05 42.15 42.35

Note 1 The highest score are shown in bold. Scores marked in bold italics represent no significant differences
between each other and the highest score.

Table 12. Kruskal–Wallis ANOVA test results for all seven reverberation algorithms.

DF = 6
Significance Level = 0.05 p Value

0.266 s female singing <0.001
0.266 s male speech <0.001
0.266 s cello piece <0.001
0.266 s drumbeat <0.001

0.95 s female singing <0.001
0.95 s male speech <0.001
0.95 s cello piece <0.001
0.95 s drumbeat <0.001

2.34 s female singing <0.001
2.34 s male speech <0.001
2.34 s cello piece <0.001
2.34 s drumbeat <0.001

4.2.2. Post Hoc Test

Post hoc tests were performed to confirm where differences between groups occurred.
Pairwise Comparison in Multiple Comparison was performed to determine which two
groups were significantly different from each other. The post hoc test results reveal whether
the highest-scoring reverberation algorithm is significantly different from the other rever-
beration algorithms.

Tables 13–15 present the Pairwise Comparison post hoc test results. The values presented
in Tables 13–15 are p-values. Those p-values less than 0.05 indicate significant differences.

As described in Section 4.1, the algorithms with the highest scores are shown in bold
in Table 11. Reverberation algorithms that are not significantly different from the highest
scoring reverberation algorithm are marked in bold italics in Table 11.

It can be seen that at short reverberation times, although HMS achieved the highest
scores in simulating all three stimuli except female singing, overall there were no significant
differences between the HMS, Gardner, and Schroeder reverberation algorithms in simu-
lating the four stimuli in the experiment. At medium reverberation times, there was no
significant difference between the HMS and Schroeder reverberation algorithms, although
HMS scored highest when simulating real reverberation. At long reverberation times, the
Gardner reverberation algorithm performed best.
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Table 13. Post hoc test results for short reverberation time (0.266 s).

Reverberation Time
0.266 s DFDN FDN Gardner Moorer HMS Schroeder

Dattorro 0.052 * <0.001 * <0.001 * <0.001 * <0.001 * <0.001
DFDN 0.141 * <0.001 * 0.006 * 0.009 * 0.004
FDN * 0.002 0.197 0.249 0.151

Female singing Gardner 0.068 0.050 0.094
Moorer 0.891 0.884
HMS 0.777

Dattorro * <0.001 * <0.001 * <0.001 * <0.001 * <0.001 * <0.001
DFDN 0.132 0.451 0.956 * 0.015 0.451
FDN 0.453 0.119 0.354 0.453

Male speech Gardner 0.418 0.094 1.000
Moorer * 0.013 0.418
HMS 0.094

Dattorro 0.110 * <0.001 * <0.001 * <0.001 * <0.001 *0.042
DFDN 0.086 0.072 * 0.038 * 0.017 0.662
FDN 0.936 0.720 0.509 0.200

Cello Gardner 0.780 0.561 0.173
Moorer 0.762 0.101
HMS 0.052

Dattorro 0.050 * <0.001 * <0.001 * <0.001 * <0.001 * <0.001
DFDN * 0.022 * 0.011 * 0.001 * 0.001 * 0.023
FDN 0.806 0.372 0.328 0.983

Drum Gardner 0.517 0.464 0.789
Moorer 0.932 0.361
HMS 0.317

Note 1 Values marked with * indicate significant differences.

Table 14. Post hoc test results for medium reverberation time (0.95 s).

Reverberation Time
0.95 s

DFDN FDN Gardner Moorer HMS Schroeder

Dattorro 0.791 * 0.006 * 0.001 * <0.001 * <0.001 * <0.001
DFDN * 0.013 * 0.003 * 0.002 * <0.001 * <0.001
FDN 0.622 0.596 * <0.001 * 0.006

Female singing Gardner 0.970 * 0.003 * 0.025
Moorer * 0.003 * 0.028
HMS 0.458

Dattorro 0.599 0.086 0.064 * <0.001 * <0.001 * <0.001
DFDN * 0.025 * 0.017 * <0.001 * <0.001 * <0.001
FDN 0.893 * 0.042 * <0.001 * <0.001

Male speech Gardner 0.058 * <0.001 * <0.001
Moorer * 0.045 0.109
HMS 0.684

Dattorro 0.247 0.118 0.218 * 0.023 * <0.001 * 0.002
DFDN * 0.007 * 0.017 * <0.001 * <0.001 * <0.001
FDN 0.742 0.472 * 0.002 0.131

Cello Gardner 0.294 * <0.001 0.066
Moorer * 0.018 0.429
HMS 0.114

Dattorro 0.836 * 0.011 * <0.001 * <0.001 * <0.001 * <0.001
DFDN * 0.006 * <0.001 * <0.001 * <0.001 * <0.001
FDN 0.355 * <0.001 * <0.001 * 0.008

Drum Gardner * 0.010 * 0.002 0.087
Moorer 0.631 0.393
HMS 0.182

Note 1 Values marked with * indicate significant differences.
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Table 15. Post hoc test results for long reverberation time (2.34 s).

Reverberation Time
2.34 s

DFDN FDN Gardner Moorer HMS Schroeder

Dattorro * 0.031 * <0.001 * <0.001 0.888 * 0.024 * <0.001
DFDN * <0.001 * <0.001 * 0.022 * <0.001 * <0.001
FDN 0.340 * <0.001 0.113 0.697

Female singing Gardner * <0.001 * 0.011 0.179
Moorer * 0.035 * <0.001
HMS 0.232

Dattorro * 0.014 0.826 * <0.001 0.225 * 0.007 0.068
DFDN * 0.025 * <0.001 * <0.001 * <0.001 * <0.001
FDN * <0.001 0.152 * 0.004 * 0.041

Male speech Gardner * 0.004 0.149 * 0.021
Moorer 0.141 0.542
HMS 0.389

Dattorro * <0.001 0.256 * <0.001 0.272 0.105 0.434
DFDN * <0.001 * <0.001 * 0.014 * <0.001 *0.006
FDN * 0.027 * 0.025 0.629 0.055

Cello Gardner * <0.001 0.084 * <0.001
Moorer * 0.007 0.752
HMS * 0.016

Dattorro 0.067 0.740 * <0.001 * 0.002 * 0.010 * 0.009
DFDN 0.133 * <0.001 * <0.001 * <0.001 * <0.001
FDN * <0.001 * <0.001 * 0.004 * 0.003

Drum Gardner 0.797 0.467 0.503
Moorer 0.638 0.681
HMS 0.953

Note 1 Values marked with * indicate significant differences.

4.3. Computational Cost Analysis

The processing overhead for each reverberation algorithm was extracted through the
Profiler in MATLAB, with the results listed in Table 16. The comparison shows that DFDN
is far less computationally efficient than the other algorithms. At low reverberation times,
Schroeder, Gardner, and FDN have the lowest computational costs. At medium reverbera-
tion times, the Schroder and Gardner algorithms are more computationally efficient than
the others. At long reverberation times, the Schroeder and Moorer reverberation algorithms
are far more computationally efficient than the others, followed by the Gardner algorithm,
which is slightly more computationally efficient than the rest. The computational cost of
our proposed HMS reverberation algorithm is slightly higher than the Gardner, Moorer,
and Schroeder algorithms.

Table 16. Computational cost of the seven reverberation algorithms at three different reverberation
times.

Reverberation
Time

Reverberation
Algorithms

Dattorro DFDN FDN Gardner Moorer HMS Schroeder

0.266 s 1–1.5 s 2–2.5 s 0.5–1 s 0.5–1 s 1–1.5 s 1–1.5 s 0.5–1 s
0.95 s 4–5 s 24–25 s 3–4 s 1–2 s 1.5–2.5 s 3.5–4.5 s 1–2 s
2.34 s 13–14 s 129–130 s 12–13 s 8.5–9.5 s 3–4 s 10–11 s 2–3 s

4.4. Results Summary

In this experiment, a reverberation algorithm is considered good when it scores 60 or
more, and excellent when it scores 80 or more [57].

The experimental results showed that HMS scored highest in simulating all three
stimuli except for the female singing at the shorter reverberation time. The HMS and
Gardner reverberation algorithms scored highest at the medium reverberation time and
long reverberation time, respectively. However, non-parametric ANOVA tests and post
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hoc tests of the above data showed that the Gardner reverberation algorithm’s simulations
were closer to the real perceptual reverberation during the long reverberation time, while
the HMS and Schroeder reverberation algorithms’ simulations were better during the
short and medium reverberation times. HMS performed well in terms of the twelve
stimuli overall, as HMS obtained the seven highest scores out of the twelve stimuli tested.
In addition, there was no significant difference between HMS and the highest scoring
reverberation algorithm in eleven stimuli, with the exception being the female singing with
long reverberation. The Schroeder reverberation algorithm was second best, as except for
male speech and cello piece with long reverberation condition there was no significant
difference between the Schroeder reverberation algorithm and the reverberation algorithm
that scored highest in ten stimuli. Furthermore, the Schroeder reverberation algorithm has
the lowest computational cost compared to the rest.

5. Discussion

Our experimental results indicate that the Schroeder algorithm is the better choice
if perceptual performance is not particularly important and computational efficiency is
required. If computational efficiency is not particularly important and perceptual perfor-
mance is a concern, the HMS reverberation algorithm might be preferable. Alternatively,
a combination of the Schroeder and Gardner reverberation algorithms or the HMS and
Gardner reverberation algorithms, with Schroeder and HMS for short and medium rever-
beration times and the Gardner reverberation algorithm for long reverberations, might
be beneficial.

It is interesting to note that of the four audio samples, the scores for the male speech
and the drumbeat are generally lower than those for female singing and cello piece. The
scores for the drumbeat are particularly low. Therefore, the results suggest that the artificial
reverberation algorithms tested in this experiment are less successful in simulating percus-
sive sounds to make their perceptual effects similar to real reverberation. Frissen et al. [63]
showed that although stimulus type has no effect on the ability to discriminate reverbera-
tion, this does not mean that the absolute amount of perceived reverberation is the same
for different types of stimuli. Their study found that speech stimuli led to higher estimates
of reverberation than singing or drums. This was particularly true for relatively long rever-
beration times (i.e., >1.8 s). Moreover, the absolute amount of perceived reverberation for
drums was significantly different from that for vocal stimuli (include speech and singing).
Thus, sound stimulus can have an effect.

This is due to the fact that remote experiments conducted under COVID-19 restrictions
could affect the listener’s perception of the stimuli; thus, it is important to confirm the
findings with in-person testing in further studies. It should be noted that this experiment
is a static binaural reverberation parameter test rather than a dynamic one. However,
the static case provides a valuable foundation before attempting fully head-tracked AR
scenario conditions.

6. Conclusions

This experiment evaluated the similarity between different artificial reverberation
algorithms and measured reverberation, including the assessment of a novel reverbera-
tion algorithm, the HMS. The motivation for the study was to consider the suitability of
reverberation algorithms to be applied to AR scenarios in the future to create more plau-
sible reverberation effects. In the long reverberation time, the simulation of the Gardner
reverberation algorithm was perceived as closer to the measured perceptual reverberation,
while the simulation of HMS and Schroeder reverberation algorithms were more similar
in the short and medium reverberation times. In addition, across all twelve stimuli, the
HMS reverberation algorithm obtained the seven highest scores in the twelve stimuli tested.
Except for the female singing in the long reverberation, there was no significant difference
between the HMS reverberation algorithm and the reverberation algorithm with the highest
score in the other eleven stimuli. The Schroeder reverberation algorithm is a good choice
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if perceptual performance is not particularly important and computational efficiency is
required. Alternatively, based on the absolute advantage of the Gardner reverberation
algorithm in simulating real reverberation under long reverberation times, a combination
of HMS and Gardner or Schroeder and Gardner algorithms could be a way forward for
AR scenes.

Future work should investigate the combination of the Gardner and HMS reverberation
algorithms into a set of algorithms that simulate room models with different reverberation
times using head tracking and an AR framework to realise dynamic reverberation.
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Appendix A

Table A1. The ANOVA test results between Beyerdynamic DT990 and other headphones.

DF = 1
Significance Level = 0.05 p Value

0.266 s female singing 0.875
0.266 s male speech 0.057
0.266 s cello piece 0.614
0.266 s drumbeat 0.358

0.95 s female singing 0.125
0.95 s male speech 0.664
0.95 s cello piece 0.064
0.95 s drumbeat 0.206

2.34 s female singing 0.130
2.34 s male speech 0.093
2.34 s cello piece 0.474
2.34 s drumbeat 0.545
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