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ABSTRACT

Models like GPT-4o enable real-time interaction with large language models
(LLMs) through speech, significantly enhancing user experience compared to tra-
ditional text-based interaction. However, there is still a lack of exploration on
how to build speech interaction models based on open-source LLMs. To ad-
dress this, we propose LLaMA-Omni, a novel model architecture designed for
low-latency and high-quality speech interaction with LLMs. LLaMA-Omni inte-
grates a pretrained speech encoder, a speech adaptor, an LLM, and a streaming
speech decoder. It eliminates the need for speech transcription, and can simulta-
neously generate text and speech responses directly from speech instructions with
extremely low latency. We build our model based on the latest Llama-3.1-8B-
Instruct model. To align the model with speech interaction scenarios, we construct
a dataset named InstructS2S-200K, which includes 200K speech instructions and
corresponding speech responses. Experimental results show that compared to pre-
vious speech-language models, LLaMA-Omni provides better responses in both
content and style, with a response latency as low as 226ms. Additionally, train-
ing LLaMA-Omni takes less than 3 days on just 4 GPUs, paving the way for the
efficient development of speech-language models in the future.1

1 INTRODUCTION

Large language models (LLMs), represented by ChatGPT (OpenAI, 2022), have become powerful
general-purpose task solvers, capable of assisting people in daily life through conversational inter-
actions. However, most LLMs currently only support text-based interactions, which limits their
application in scenarios where text input and output are not ideal. Recently, the emergence of GPT-
4o (OpenAI, 2024) has made it possible to interact with LLMs through speech, responding to user’s
instruction with extremely low latency and significantly enhancing the user experience. However,
there is still a lack of exploration in the open-source community on building such speech interaction
models based on LLMs. Therefore, how to achieve low-latency and high-quality speech interaction
with LLMs is a pressing challenge that needs to be addressed.

The simplest way to enable speech interaction with LLMs is through a cascaded system based on
automatic speech recognition (ASR) and text-to-speech (TTS) models, where the ASR model tran-
scribes the user’s speech instruction into text, and the TTS model synthesizes the LLM’s response
into speech. However, since the cascaded system sequentially outputs the transcribed text, text re-
sponse, and speech response, the overall system tends to have higher latency. In contrast, some
multimodal speech-language models have been proposed (Zhang et al., 2023; Rubenstein et al.,
2023), which discretize speech into tokens and extend the LLM’s vocabulary to support speech in-
put and output. Such speech-language models theoretically can generate speech responses directly

∗Corresponding Author: Yang Feng.
1Code and model are available at https://github.com/ictnlp/LLaMA-Omni.
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Figure 1: LLaMA-Omni can simultaneously generate text and speech responses based on the speech
instruction, with extremely low response latency.

from speech instructions without producing intermediate text, thereby achieving extremely low re-
sponse latency. However, in practice, direct speech-to-speech generation can be challenging due
to the complex mapping involved, so it is common to generate intermediate text to achieve higher
generation quality (Zhang et al., 2023), although this sacrifices some response latency.

In this paper, we propose a novel model architecture, LLaMA-Omni, which enables low-latency and
high-quality interaction with LLMs. LLaMA-Omni consists of a speech encoder, a speech adaptor,
an LLM, and a streaming speech decoder. The user’s speech instruction is encoded by the speech
encoder followed by the speech adaptor, and then input into the LLM. The LLM decodes the text
response directly from the speech instruction, without first transcribing the speech into text. The
speech decoder is a non-autoregressive (NAR) streaming Transformer (Ma et al., 2023), which takes
the output hidden states of the LLM as input and uses connectionist temporal classification (CTC;
Graves et al., 2006a) to predict the sequence of discrete units corresponding to the speech response.
During inference, as the LLM autoregressively generates the text response, the speech decoder si-
multaneously generates the corresponding discrete units. To better align with the characteristics of
speech interaction scenarios, we construct a dataset named InstructS2S-200K by rewriting existing
text instruction data and performing speech synthesis. Experimental results show that LLaMA-
Omni can simultaneously generate high-quality text and speech responses with a latency as low as
226ms. Additionally, compared to previous speech-language models like SpeechGPT (Zhang et al.,
2023), LLaMA-Omni significantly reduces the required training data and computational resources,
enabling the efficient development of powerful speech interaction models based on the latest LLMs.

2 MODEL: LLAMA-OMNI

In this section, we introduce the model architecture of LLaMA-Omni. As shown in Figure 2, it
consists of a speech encoder, a speech adaptor, an LLM, and a speech decoder. We denote the user’s
speech instruction, text response, and speech response as XS , Y T , and Y S respectively.

2.1 SPEECH ENCODER

We use the encoder of Whisper-large-v32 (Radford et al., 2023) as the speech encoder E . Whisper is
a general-purpose speech recognition model trained on a large amount of audio data, and its encoder
is capable of extracting meaningful representations from speech. Specifically, for the user’s speech
instruction XS , the encoded speech representation is given by H = E(XS), where H = [h1, ...,hN ]
is the speech representation sequence of length N . We keep the speech encoder’s parameters frozen
throughout the entire training process.

2.2 SPEECH ADAPTOR

To enable the LLM to comprehend the input speech, we incorporate a trainable speech adaptor A
that maps the speech representations into the embedding space of the LLM. Following Ma et al.
(2024c), our speech adaptor first downsamples the speech representations H to reduce the sequence
length. Specifically, every k consecutive frames are concatenated along the feature dimension:

H′ =
[
h′
1, ...,h

′
⌊N/k⌋

]
,where h′

i =
[
hk×(i−1)+1 ⊕ hk×(i−1)+2 ⊕ · · · ⊕ hk×i

]
. (1)

2https://huggingface.co/openai/whisper-large-v3
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<latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit><latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit><latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit><latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit>

65 65 27 ✏
<latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit><latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit><latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit><latexit sha1_base64="ssxxscrscFDuELeuu/+9O0MDmKI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOSJcxOepMhszPrzKwQQn7CiwdFvPo73vwbJ8keNLGgoajqprsrSgU31ve/vcLa+sbmVnG7tLO7t39QPjxqGpVphg2mhNLtiBoUXGLDciuwnWqkSSSwFY1uZ37rCbXhSj7YcYphQgeSx5xR66R2F1PDhZK9csWv+nOQVRLkpAI56r3yV7evWJagtExQYzqBn9pwQrXlTOC01M0MppSN6AA7jkqaoAkn83un5MwpfRIr7UpaMld/T0xoYsw4iVxnQu3QLHsz8T+vk9n4OpxwmWYWJVssijNBrCKz50mfa2RWjB2hTHN3K2FDqimzLqKSCyFYfnmVNC+qgV8N7i8rtZs8jiKcwCmcQwBXUIM7qEMDGAh4hld48x69F+/d+1i0Frx85hj+wPv8AUzRkCA=</latexit>

11 1198

high …

…

53 2 …

LLaMA-Omni

latency

S
<latexit sha1_base64="a0vIHozkj3MebWDDSZECQ8FkwMY=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbS22oWy2L+3SzSbsboQS+i+8eFDEq//Gm//GTZuDtg4sDDPvsfMmSATXxnW/ndLK6tr6RnmzsrW9s7tX3T9o6zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBD8H4OvcfnlBpHst7M0nQj+hQ8pAzaqz02IuoGQVhdjftV2tu3Z2BLBOvIDUo0OxXv3qDmKURSsME1brruYnxM6oMZwKnlV6qMaFsTIfYtVTSCLWfzRJPyYlVBiSMlX3SkJn6eyOjkdaTKLCTeUK96OXif143NeGln3GZpAYlm38UpoKYmOTnkwFXyIyYWEKZ4jYrYSOqKDO2pIotwVs8eZm0z+qeW/duz2uNq6KOMhzBMZyCBxfQgBtoQgsYSHiGV3hztPPivDsf89GSU+wcwh84nz/FAJD3</latexit><latexit sha1_base64="a0vIHozkj3MebWDDSZECQ8FkwMY=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbS22oWy2L+3SzSbsboQS+i+8eFDEq//Gm//GTZuDtg4sDDPvsfMmSATXxnW/ndLK6tr6RnmzsrW9s7tX3T9o6zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBD8H4OvcfnlBpHst7M0nQj+hQ8pAzaqz02IuoGQVhdjftV2tu3Z2BLBOvIDUo0OxXv3qDmKURSsME1brruYnxM6oMZwKnlV6qMaFsTIfYtVTSCLWfzRJPyYlVBiSMlX3SkJn6eyOjkdaTKLCTeUK96OXif143NeGln3GZpAYlm38UpoKYmOTnkwFXyIyYWEKZ4jYrYSOqKDO2pIotwVs8eZm0z+qeW/duz2uNq6KOMhzBMZyCBxfQgBtoQgsYSHiGV3hztPPivDsf89GSU+wcwh84nz/FAJD3</latexit><latexit sha1_base64="a0vIHozkj3MebWDDSZECQ8FkwMY=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbS22oWy2L+3SzSbsboQS+i+8eFDEq//Gm//GTZuDtg4sDDPvsfMmSATXxnW/ndLK6tr6RnmzsrW9s7tX3T9o6zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBD8H4OvcfnlBpHst7M0nQj+hQ8pAzaqz02IuoGQVhdjftV2tu3Z2BLBOvIDUo0OxXv3qDmKURSsME1brruYnxM6oMZwKnlV6qMaFsTIfYtVTSCLWfzRJPyYlVBiSMlX3SkJn6eyOjkdaTKLCTeUK96OXif143NeGln3GZpAYlm38UpoKYmOTnkwFXyIyYWEKZ4jYrYSOqKDO2pIotwVs8eZm0z+qeW/duz2uNq6KOMhzBMZyCBxfQgBtoQgsYSHiGV3hztPPivDsf89GSU+wcwh84nz/FAJD3</latexit><latexit sha1_base64="a0vIHozkj3MebWDDSZECQ8FkwMY=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbS22oWy2L+3SzSbsboQS+i+8eFDEq//Gm//GTZuDtg4sDDPvsfMmSATXxnW/ndLK6tr6RnmzsrW9s7tX3T9o6zhVDFssFrHqBFSj4BJbhhuBnUQhjQKBD8H4OvcfnlBpHst7M0nQj+hQ8pAzaqz02IuoGQVhdjftV2tu3Z2BLBOvIDUo0OxXv3qDmKURSsME1brruYnxM6oMZwKnlV6qMaFsTIfYtVTSCLWfzRJPyYlVBiSMlX3SkJn6eyOjkdaTKLCTeUK96OXif143NeGln3GZpAYlm38UpoKYmOTnkwFXyIyYWEKZ4jYrYSOqKDO2pIotwVs8eZm0z+qeW/duz2uNq6KOMhzBMZyCBxfQgBtoQgsYSHiGV3hztPPivDsf89GSU+wcwh84nz/FAJD3</latexit>

C
<latexit sha1_base64="Yuwf+5SXWb0MOGSTlISCA75qqi8=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEXRa7cVnBPrANZTK9aYdOJmFmIpTQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjBp5H7nCZXmsXww0wT9iI4kDzmjxkqP/YiacRBmjdmgUnVr7hxklXgFqUKB5qDy1R/GLI1QGiao1j3PTYyfUWU4Ezgr91ONCWUTOsKepZJGqP1snnhGzq0yJGGs7JOGzNXfGxmNtJ5GgZ3ME+plLxf/83qpCW/8jMskNSjZ4qMwFcTEJD+fDLlCZsTUEsoUt1kJG1NFmbEllW0J3vLJq6R9WfPcmnd/Va3fFnWU4BTO4AI8uIY63EETWsBAwjO8wpujnRfn3flYjK45xc4J/IHz+QOssJDn</latexit><latexit sha1_base64="Yuwf+5SXWb0MOGSTlISCA75qqi8=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEXRa7cVnBPrANZTK9aYdOJmFmIpTQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjBp5H7nCZXmsXww0wT9iI4kDzmjxkqP/YiacRBmjdmgUnVr7hxklXgFqUKB5qDy1R/GLI1QGiao1j3PTYyfUWU4Ezgr91ONCWUTOsKepZJGqP1snnhGzq0yJGGs7JOGzNXfGxmNtJ5GgZ3ME+plLxf/83qpCW/8jMskNSjZ4qMwFcTEJD+fDLlCZsTUEsoUt1kJG1NFmbEllW0J3vLJq6R9WfPcmnd/Va3fFnWU4BTO4AI8uIY63EETWsBAwjO8wpujnRfn3flYjK45xc4J/IHz+QOssJDn</latexit><latexit sha1_base64="Yuwf+5SXWb0MOGSTlISCA75qqi8=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEXRa7cVnBPrANZTK9aYdOJmFmIpTQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjBp5H7nCZXmsXww0wT9iI4kDzmjxkqP/YiacRBmjdmgUnVr7hxklXgFqUKB5qDy1R/GLI1QGiao1j3PTYyfUWU4Ezgr91ONCWUTOsKepZJGqP1snnhGzq0yJGGs7JOGzNXfGxmNtJ5GgZ3ME+plLxf/83qpCW/8jMskNSjZ4qMwFcTEJD+fDLlCZsTUEsoUt1kJG1NFmbEllW0J3vLJq6R9WfPcmnd/Va3fFnWU4BTO4AI8uIY63EETWsBAwjO8wpujnRfn3flYjK45xc4J/IHz+QOssJDn</latexit><latexit sha1_base64="Yuwf+5SXWb0MOGSTlISCA75qqi8=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEXRa7cVnBPrANZTK9aYdOJmFmIpTQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjBp5H7nCZXmsXww0wT9iI4kDzmjxkqP/YiacRBmjdmgUnVr7hxklXgFqUKB5qDy1R/GLI1QGiao1j3PTYyfUWU4Ezgr91ONCWUTOsKepZJGqP1snnhGzq0yJGGs7JOGzNXfGxmNtJ5GgZ3ME+plLxf/83qpCW/8jMskNSjZ4qMwFcTEJD+fDLlCZsTUEsoUt1kJG1NFmbEllW0J3vLJq6R9WfPcmnd/Va3fFnWU4BTO4AI8uIY63EETWsBAwjO8wpujnRfn3flYjK45xc4J/IHz+QOssJDn</latexit>

bC
<latexit sha1_base64="ZJhKogBfCBwQspaLXDY2Ho2f/Gw=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMtiNy4r2Ac0oUwmk3bo5MHMjVJD8FfcuFDErf/hzr9x0mahrQcGDufcyz1zvERwBZb1bVRWVtfWN6qbta3tnd09c/+gq+JUUtahsYhl3yOKCR6xDnAQrJ9IRkJPsJ43aRV+755JxePoDqYJc0MyinjAKQEtDc0j54H7bEwgc0ICYy/IWnk+NOtWw5oBLxO7JHVUoj00vxw/pmnIIqCCKDWwrQTcjEjgVLC85qSKJYROyIgNNI1IyJSbzdLn+FQrPg5iqV8EeKb+3shIqNQ09PRkEVEteoX4nzdIIbhyMx4lKbCIzg8FqcAQ46IK7HPJKIipJoRKrrNiOiaSUNCF1XQJ9uKXl0n3vGFbDfv2ot68LuuoomN0gs6QjS5RE92gNuogih7RM3pFb8aT8WK8Gx/z0YpR7hyiPzA+fwA7GpW2</latexit><latexit sha1_base64="ZJhKogBfCBwQspaLXDY2Ho2f/Gw=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMtiNy4r2Ac0oUwmk3bo5MHMjVJD8FfcuFDErf/hzr9x0mahrQcGDufcyz1zvERwBZb1bVRWVtfWN6qbta3tnd09c/+gq+JUUtahsYhl3yOKCR6xDnAQrJ9IRkJPsJ43aRV+755JxePoDqYJc0MyinjAKQEtDc0j54H7bEwgc0ICYy/IWnk+NOtWw5oBLxO7JHVUoj00vxw/pmnIIqCCKDWwrQTcjEjgVLC85qSKJYROyIgNNI1IyJSbzdLn+FQrPg5iqV8EeKb+3shIqNQ09PRkEVEteoX4nzdIIbhyMx4lKbCIzg8FqcAQ46IK7HPJKIipJoRKrrNiOiaSUNCF1XQJ9uKXl0n3vGFbDfv2ot68LuuoomN0gs6QjS5RE92gNuogih7RM3pFb8aT8WK8Gx/z0YpR7hyiPzA+fwA7GpW2</latexit><latexit sha1_base64="ZJhKogBfCBwQspaLXDY2Ho2f/Gw=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMtiNy4r2Ac0oUwmk3bo5MHMjVJD8FfcuFDErf/hzr9x0mahrQcGDufcyz1zvERwBZb1bVRWVtfWN6qbta3tnd09c/+gq+JUUtahsYhl3yOKCR6xDnAQrJ9IRkJPsJ43aRV+755JxePoDqYJc0MyinjAKQEtDc0j54H7bEwgc0ICYy/IWnk+NOtWw5oBLxO7JHVUoj00vxw/pmnIIqCCKDWwrQTcjEjgVLC85qSKJYROyIgNNI1IyJSbzdLn+FQrPg5iqV8EeKb+3shIqNQ09PRkEVEteoX4nzdIIbhyMx4lKbCIzg8FqcAQ46IK7HPJKIipJoRKrrNiOiaSUNCF1XQJ9uKXl0n3vGFbDfv2ot68LuuoomN0gs6QjS5RE92gNuogih7RM3pFb8aT8WK8Gx/z0YpR7hyiPzA+fwA7GpW2</latexit><latexit sha1_base64="ZJhKogBfCBwQspaLXDY2Ho2f/Gw=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMtiNy4r2Ac0oUwmk3bo5MHMjVJD8FfcuFDErf/hzr9x0mahrQcGDufcyz1zvERwBZb1bVRWVtfWN6qbta3tnd09c/+gq+JUUtahsYhl3yOKCR6xDnAQrJ9IRkJPsJ43aRV+755JxePoDqYJc0MyinjAKQEtDc0j54H7bEwgc0ICYy/IWnk+NOtWw5oBLxO7JHVUoj00vxw/pmnIIqCCKDWwrQTcjEjgVLC85qSKJYROyIgNNI1IyJSbzdLn+FQrPg5iqV8EeKb+3shIqNQ09PRkEVEteoX4nzdIIbhyMx4lKbCIzg8FqcAQ46IK7HPJKIipJoRKrrNiOiaSUNCF1XQJ9uKXl0n3vGFbDfv2ot68LuuoomN0gs6QjS5RE92gNuogih7RM3pFb8aT8WK8Gx/z0YpR7hyiPzA+fwA7GpW2</latexit>

A
<latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit>
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Stage 2

Figure 2: Left: Model architecture of LLaMA-Omni. Right: Illustration of the two-stage training
strategy for LLaMA-Omni.

Next, H′ is passed through a 2-layer perceptron with ReLU activation between the linear layers,
resulting in the final speech representation S. The above process can be formalized as follows:

S = A(H) = Linear(ReLU(Linear(DownSample(H)))). (2)

2.3 LARGE LANGUAGE MODEL

We use Llama-3.1-8B-Instruct3 (Dubey et al., 2024) as the LLM M, which is currently the state-
of-the-art open-source LLM. It has strong reasoning capabilities and is well-aligned with human
preferences. The prompt template P(·) is shown in Figure 3. The speech representation sequence S
is filled into the position corresponding to <speech>, and then the entire sequence P(S) is input
into the LLM. Finally, the LLM autoregressively generates the text response Y T = [yT1 , ..., y

T
M ]

directly based on the speech instruction and is trained using cross-entropy loss:

LLLM = −
M∑

i=1

logP (yTi |P(S), Y T
<i). (3)

2.4 SPEECH DECODER

For the speech response Y S , we first follow Zhang et al. (2023) to discretize the speech into discrete
units. Specifically, we use the pretrained HuBERT (Hsu et al., 2021) model to extract continuous
representations of the speech, and then convert these representations into discrete cluster indices
using a K-means model. Subsequently, consecutive identical indices are merged into a single unit,
resulting in the final discrete unit sequence Y U = [yU1 , ..., y

U
L ], y

U
i ∈ {0, 1, ...,K − 1},∀1 ≤ i ≤ L,

where K is the number of clusters, and L is the length of discrete unit sequence. The discrete units
can be converted into waveform with an additional unit-based vocoder V (Polyak et al., 2021).

To generate speech responses simultaneously with text responses, we add a streaming speech de-
coder D after the LLM. It consists of several standard Transformer (Vaswani et al., 2017) layers
with the same architecture as LLaMA (Dubey et al., 2024), each containing a causal self-attention
module and a feed-forward network. Similar to Ma et al. (2024a); Zhang et al. (2024b), the speech
decoder runs in a non-autoregressive manner, which takes the output hidden states from the LLM as
input, and generates the discrete unit sequence corresponding to the speech response. Specifically,
the output hidden states corresponding to the text response are denoted as C = [c1, ..., cM ], where
ci = M(P(S), Y T

<i). We first upsample each hidden state into a chunk by a factor of λ, resulting in

3https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct

3

https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct
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<|begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful language and speech assistant. You are able to
understand the speech content that the user provides, and assist the
user with a variety of tasks using natural language.<|eot_id|>
<|start_header_id|>user<|end_header_id|>

<speech>

Please answer the questions in the user’s input speech.<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Figure 3: Prompt template of LLaMA-Omni.

an upsampled hidden state sequence Ĉ = [ĉ1, ...ĉλ·M ], where ĉi = c⌊i/λ⌋. Next, Ĉ is fed into the
speech decoder D, and the output hidden state sequence is denoted as O = [o1, ...,oλ·M ]. We use
connectionist temporal classification (CTC; Graves et al., 2006a) to align O with the discrete unit
sequence Y U . Specifically, CTC extends the output space with a special blank token ϵ:

P (ai|O) = softmax(Woi + b)[ai],∀ai ∈ {0, 1, ...,K − 1, ϵ}, (4)

where W ∈ R(K+1)×d and b ∈ RK+1 are weights and biases of the linear layer, and the sequence
A = [a1, ..., aλ·M ] is known as the alignment. To model the variable-length mapping between input
and output, CTC introduces a collapsing function β(A), which first merges all consecutive repeated
tokens in A and then eliminates all blank tokens ϵ. For instance: β([1, 1, 2, ϵ, ϵ, 2, 3]) = [1, 2, 2, 3].
During training, CTC performs marginalization over all possible alignments as follows:

LCTC = − logP (Y U |O) = − log
∑

A∈β−1(Y U )

P (A|O) = − log
∑

A∈β−1(Y U )

λ·M∏

i=1

P (ai|O), (5)

where β−1(Y U ) denotes all possible alignments of length λ ·M that can be collapsed to Y U . The
alignment is modeled in a non-autoregressive way. During inference, we select the best alignment
A∗ = argmaxA P (A|O), and apply the collapsing function to obtain the discrete unit sequence
β(A∗), which is then fed into the vocoder to synthesize waveform.

2.5 TRAINING

As shown in Figure 2, we adopt a two-stage training strategy for LLaMA-Omni. In the first stage,
we train the model to generate text responses directly from the speech instructions. Specifically, the
speech encoder is frozen, and the speech adaptor and the LLM are trained using the objective LLLM
in Eq. (3). The speech decoder is not involved in training during this stage. In the second stage, we
train the model to generate speech responses. During this stage, the speech encoder, speech adaptor,
and LLM are all frozen, and only the speech decoder is trained using the objective LCTC in Eq. (5).

2.6 INFERENCE

During inference, the LLM autoregressively generates the text response based on the speech instruc-
tion. Meanwhile, since our speech decoder uses causal attention, once the LLM generates a text
response prefix Y T

≤i, the corresponding upsampled hidden states Ĉ≤λ·i can be fed into the speech
decoder to generate a partial alignment A≤λ·i, which in turn yields the discrete units corresponding
to the generated text prefix. To further enable streaming synthesis of speech waveforms, when the
number of generated units reaches a pre-defined chunk size Ω, we input this unit segment into the
vocoder to synthesize a speech segment, which is then immediately played to the user. As a result,
users can start listening to the speech response without waiting for the complete text response to be
generated, ensuring low response latency that is not affected by the length of the text response. Algo-
rithm 1 describes the above process. Additionally, since the speech decoder uses non-autoregressive
modeling, the alignment corresponding to each text token yTi , specifically Aλ·(i−1)+1:λ·i, is gener-
ated in parallel within the chunk. Therefore, the decoding speed for generating both text and speech
simultaneously is not significantly different from the speed of generating text alone.

4
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3 CONSTRUCTION OF SPEECH INSTRUCTION DATA: INSTRUCTS2S-200K

Algorithm 1: Inference Process

Input: speech instruction XS .
Output: text outputs Y T , units outputs

Y U , waveform outputs Y S .
Model: speech encoder E , speech adaptor

A, LLMM, speech decoder D,
vocoder V .

Require: Minimum chunk size for units Ω.
Initialization: i = 1, j = 0, Y T = [],

Y U = [], Y S = [], Ĉ = [].
while yT

i−1 ̸= ⟨EOS⟩ do
S← A(E(XS));
ci ←M(P(S), Y T

<i);
yT
i ← argmaxyT

i
P (yT

i |P(S), Y T
<i);

Y T ← Y T + yT
i ;

Ĉ← Ĉ+ UpSample(ci);
O← D(Ĉ);
A∗ ← argmaxA P (A|O);
Y U ← β(A∗);
if |Y U | − j ≥ Ω then

yS ← V(Y U
j+1:);

Y S ← Y S + yS ;
j ← |Y U |;

end
i← i+ 1;

end
if j < |Y U | then

yS ← V(Y U
j+1:);

Y S ← Y S + yS ;
end

To train LLaMA-Omni, we need triplet data consist-
ing of <speech instruction, text response, speech re-
sponse>. However, most publicly available instruc-
tion data is in text form. Therefore, we construct
speech instruction data based on existing text instruc-
tion data through the following process:

Step 1: Instruction Rewriting Since speech input
has different characteristics compared to text input, we
rewrite the text instructions according to the following
rules: (1) Add appropriate filler words (such as “hey”,
“so”, “uh”, “um”, etc.) to the instructions to simulate
natural speech patterns. (2) Convert non-text symbols
in the instructions (such as numbers) into their corre-
sponding spoken forms to ensure correct synthesis by
TTS. (3) Modify the instructions to be relatively brief
without excessive verbiage. We use the Llama-3-70B-
Instruct4 model to rewrite the instructions according to
these rules. The prompt can be found in Appendix A.

Step 2: Response Generation In speech interac-
tions, existing responses from text instructions are not
suitable for direct use as speech instruction responses.
This is because, in text-based interactions, models
tend to generate lengthy responses, using complex sen-
tences and possibly including non-verbal elements like
ordered lists or parentheses. However, in speech in-
teractions, concise yet informative responses are typ-
ically preferred (Anonymous, 2024). Therefore, we
use the Llama-3-70B-Instruct model to generate re-
sponses for speech instructions according to the fol-
lowing rules: (1) The response should not contain content that cannot be synthesized by the TTS
model, such as parentheses, ordered lists, etc. (2) The response should be very concise and to the
point, avoiding lengthy explanations. The prompt can be found in Appendix A.

Step 3: Speech Synthesis After obtaining the instructions and responses suitable for speech in-
teractions, we need to further convert them into speech using TTS models. For the instructions, to
make the synthesized speech sound more natural, we use the CosyVoice-300M-SFT (Du et al., 2024)
model5, randomly selecting either a male or female voice for each instruction. For the responses,
we use the VITS (Kim et al., 2021) model6 trained on the LJSpeech (Ito & Johnson, 2017) dataset
to synthesize the responses into a standard voice.

For the basic text instructions, we collect around 50K instructions from the Alpaca dataset7 (Taori
et al., 2023), which covers a wide range of topics. Additionally, we gather around 150K instructions
from the UltraChat dataset8 (Ding et al., 2023), which primarily consist of questions about the world.
Note that UltraChat is a large-scale multi-turn conversation dataset, but we only select the first
150K entries and use only the first-round instruction. Using the above datasets and data processing
pipeline, we ultimately obtain 200K speech instruction data, referred to as InstructS2S-200K.

4https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
5https://github.com/FunAudioLLM/CosyVoice
6https://github.com/jaywalnut310/vits
7https://huggingface.co/datasets/tatsu-lab/alpaca
8https://github.com/thunlp/UltraChat

5

https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
https://github.com/FunAudioLLM/CosyVoice
https://github.com/jaywalnut310/vits
https://huggingface.co/datasets/tatsu-lab/alpaca
https://github.com/thunlp/UltraChat
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4 EXPERIMENTS

4.1 EXPERIMENTAL SETUPS

Datasets For the training data, we use the InstructS2S-200K dataset mentioned in Section 3,
which includes 200K speech instruction data. To extract discrete units corresponding to the target
speech, we use a pre-trained K-means quantizer9, which has learned 1000 clusters from the HuBERT
features. The pretrained HiFi-GAN vocoder (Kong et al., 2020; Polyak et al., 2021) is used to
synthesize discrete units into waveform. For the evaluation data, we select two subsets from Alpaca-
Eval10 (Li et al., 2023): helpful base and vicuna, as their questions are more suitable for speech
interaction scenarios. We remove questions related to math and code, resulting in a total of 199
instructions. To obtain the speech version, we use the CosyVoice-300M-SFT model to synthesize
the instructions into speech. We refer to this test set as InstructS2S-Eval in the following sections.

Model Configuration We use the encoder of Whisper-large-v3 as the speech encoder, and use
Llama-3.1-8B-Instruct as the LLM. The speech adapter performs a 5× downsampling on the speech
representations. The speech decoder consists of 2 Transformer layers with the same architecture
as LLaMA, with a hidden dimension of 4096, 32 attention heads, and a feed-forward network di-
mension of 11008, which contains 425M parameters. The upsample factor λ is set to 25. For the
minimum unit chunk size Ω input to the vocoder, we set Ω = +∞ in the main experiment, meaning
we wait for the entire unit sequence to be generated before inputting it to the vocoder for speech
synthesis. In subsequent experiments, we will analyze how adjusting the value of Ω can control
response latency, as well as the trade-off between latency and speech quality.

Training LLaMA-Omni follows a two-stage training process. In the first stage, we train the speech
adapter and the LLM with a batch size of 32 for 3 epochs. We use a cosine learning rate scheduler
with the first 3% of steps for warmup, and the peak learning rate is set to 2e-5. In the second
stage, we train the speech decoder, using the same batch size, number of steps, and learning rate
scheduler as the first stage, but with the peak learning rate set to 2e-4. The entire training process
takes approximately 65 hours on 4 NVIDIA L40 GPUs.

4.2 EVALUATION

Since LLaMA-Omni can generate both text and speech responses based on speech instructions,
we evaluate the model’s performance on two tasks: speech-to-text instruction-following (S2TIF)
and speech-to-speech instruction-following (S2SIF). We use greedy search to ensure reproducible
experimental results. The model is evaluated from the following aspects:

ChatGPT Score To evaluate the model’s ability to follow speech instructions, we use GPT-
4o (OpenAI, 2024) to score the model’s responses. For the S2TIF task, scoring is based on the
transcribed text of the speech instructions and the model’s text response. For the S2SIF task, we first
transcribe the model’s speech responses into text using the Whisper-large-v3 model, and then score
it in the same manner as the S2TIF task. GPT-4o gives scores on two aspects: content and style. The
content score evaluates whether the model’s response adequately addresses the user’s instruction,
while the style score assesses whether the model’s response style is suitable for speech interaction
scenarios. The detailed prompt can be found in Appendix A.

Speech-Text Alignment To evaluate the alignment between text responses and speech responses,
we use the Whisper-large-v3 model to transcribe the speech responses into text, and then calculate
the Word Error Rate (WER) and Character Error Rate (CER) between the transcribed text and the
text response. We refer to these metrics as ASR-WER and ASR-CER, respectively.

9https://dl.fbaipublicfiles.com/hubert/mhubert_base_vp_en_es_fr_it3_
L11_km1000.bin

10https://github.com/tatsu-lab/alpaca_eval
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Table 1: ChatGPT scores for S2TIF and S2SIF tasks on the InstructS2S-Eval benchmark, along with
the alignment scores between speech and text responses. Here we set Ω = +∞ for the S2SIF task.

Model S2TIF S2SIF Alignment
Content ↑ Style ↑ Content ↑ Style ↑ ASR-WER ↓ ASR-CER ↓

SpeechGPT 2.59 3.15 1.58 1.81 47.62 37.26
SALMONN (+TTS) 2.57 2.79 2.46 2.84 21.77 20.25
Qwen2-Audio (+TTS) 2.73 2.64 2.32 2.58 55.72 53.09
LLaMA-Omni 3.23 3.81 2.69 3.12 11.61 7.59

Speech Quality To evaluate the quality of the generated speech, we utilize a Mean Opinion Score
(MOS) prediction model called UTMOS11 (Saeki et al., 2022), which is capable of predicting the
MOS score of the speech to assess its naturalness. We refer to this metric as the UTMOS score.

Response Latency The latency is a key metric for speech interaction models, referring to the time
interval between the input of a speech instruction and the start of the speech response, which has
a significant impact on user experience. Additionally, we calculate the number of words already
generated in the text response when the speech response begins, referred to as the #lagging word.

4.3 BASELINE SYSTEMS

We include the following speech-language models as baseline systems:

SpeechGPT SpeechGPT (Zhang et al., 2023) is a speech-language model that supports both
speech input and output. We use the chain-of-modality prompting adopted in the original paper
for decoding, which sequentially outputs the text instruction, text response, and speech response
based on the speech instruction.

SALMONN (+TTS) SALMONN (Tang et al., 2024) is a LLM capable of accepting speech and
audio inputs and responding with text, enabling it to perform the S2TIF task. For the S2SIF task,
we add a VITS TTS model after SALMOON to generate speech responses in a cascaded manner.

Qwen2-Audio (+TTS) Qwen2-Audio (Chu et al., 2024) is a powerful general-purpose audio un-
derstanding model capable of performing various audio-related tasks, including the S2TIF task. We
also build a cascaded system with Qwen2-Audio and VITS to complete the S2SIF task.

4.4 MAIN RESULTS

Table 1 presents the main results on the InstructS2S-Eval benchmark. First, for the S2TIF task,
from the content perspective, LLaMA-Omni shows significant improvement compared to previous
models. This is mainly because LLaMA-Omni is developed based on the latest Llama-3.1-8B-
Instruct model, leveraging its strong text instruction-following capabilities. From the style perspec-
tive, SALMONN and Qwen2-Audio receive lower scores, as they are speech-to-text models. Their
output style is not aligned with speech interaction scenarios, often producing formatted content and
containing a lot of redundant explanations. In contrast, SpeechGPT, as a speech-to-speech model,
achieves a higher style score. Similarly, our LLaMA-Omni attains the highest style score, indicating
that after being trained on our InstructS2S-200K dataset, the output style has been well-aligned with
speech interaction scenarios. For the S2SIF task, LLaMA-Omni also outperforms previous models
in both content and style scores. This further confirms that LLaMA-Omni is capable of effectively
addressing user’s instructions with speech in a concise and efficient manner.

Additionally, in terms of alignment between speech and text responses, LLaMA-Omni achieves
the lowest ASR-WER and ASR-CER scores. In contrast, SpeechGPT performs poorly in aligning
speech and text responses, likely due to its sequential generation of text and speech. The speech-
text alignment of cascaded systems, such as SALMONN+TTS and Qwen2-Audio+TTS, is also

11https://github.com/tarepan/SpeechMOS
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Table 2: Latency, speech-text alignment and speech quality under different unit chunk sizes.

Chunk Size Ω Latency (ms) #Lagging Word ASR-WER ↓ ASR-CER ↓ UTMOS ↑
10 226.13 1.82 10.44 6.94 3.2304
20 256.28 2.83 10.51 6.98 3.4748
40 326.63 4.68 10.99 7.24 3.6688
60 391.96 6.47 11.17 7.27 3.7549
80 467.34 8.29 11.40 7.45 3.7858

100 527.64 10.02 11.48 7.45 3.8242
+∞ 1924.62 41.40 11.61 7.59 3.9296

suboptimal, primarily because the generated text responses may contain characters that cannot be
synthesized into speech. This issue is especially evident in Qwen2-Audio, which occasionally out-
puts Chinese characters, introducing errors in the speech responses. In comparison, LLaMA-Omni
achieves the lowest ASR-WER and ASR-CER scores, demonstrating a higher degree of alignment
between generated speech and text responses, and further validating the advantage of our approach
in simultaneously generating both text and speech responses.

4.5 TRADE-OFF BETWEEN SPEECH QUALITY AND RESPONSE LATENCY

LLaMA-Omni can simultaneously generate both text responses and discrete units corresponding to
the speech response. As described in Section 2.6, to further enable streaming waveform generation,
when the number of generated discrete units reaches a certain chunk size Ω, the unit chunk is fed
into the vocoder to synthesize and play the speech. By adjusting the value of Ω, we can control
the system’s latency, where a smaller Ω corresponds to lower system latency. When Ω = +∞, it
equates to waiting for all units to be generated before synthesizing the speech. At the same time,
the value of Ω also affects the quality of the generated speech. A smaller Ω means that the speech is
divided into more segments for synthesis, which may result in discontinuities between the segments,
potentially reducing the overall coherence of the speech.

To better understand the impact of Ω, we explore the system’s latency, the alignment between speech
and text responses, and the quality of the generated speech under different Ω settings. As shown in
Table 2, when Ω is set to 10, the system’s response latency is as low as 226ms, which is even
lower than GPT-4o’s average audio latency of 320ms. At this point, the speech response lags by
an average of 1.82 words at the start. When Ω is set to +∞, the latency increases to around 2
seconds. For the ASR-WER and ASR-CER metrics, we are surprised to find that as the chunk size
increases, the error rates also increase. We believe there may be two reasons for this. On one hand,
the vocoder may handle short unit sequences more reliably than long ones, as it is typically trained
on shorter sequences. On the other hand, the ASR model we use, Whisper-large-v3, has strong
robustness. Even when the speech is somewhat discontinuous with smaller Ω, it has little impact on
ASR recognition accuracy. Therefore, we further evaluate the naturalness of the generated speech
using the UTMOS metric. It shows that as Ω increases, the naturalness of the speech improves, since
discontinuities in the speech decrease. In summary, we can adjust the value of Ω based on different
scenarios to achieve a trade-off between response latency and speech quality.

4.6 DECODING TIME Table 3: Average decoding
time (s) of different models on
S2TIF and S2SIF tasks.

Model S2TIF S2SIF
SpeechGPT 4.28 25.60
SALMONN 4.78 /
Qwen2-Audio 8.42 /
LLaMA-Omni 1.49 1.92

Table 3 lists the average decoding times of different models on the
S2TIF and S2SIF tasks. For the S2TIF task, SpeechGPT needs to
first output the text instruction and then the text response, while
SALMONN and Qwen2-Audio tend to produce lengthy responses.
In contrast, LLaMA-Omni provides concise answers directly, re-
sulting in significantly lower decoding times, with an average of
only 1.49 seconds per instruction. For the S2SIF task, SpeechGPT
serially outputs the text and speech responses, resulting in a de-
coding time approximately 6 times longer than when generating only text responses. In con-
trast, LLaMA-Omni outputs both text and speech responses simultaneously and employs a non-
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Table 4: Responses from different models for the instruction: “How do I wrap a present neatly?”

Model Response
Qwen2-Audio Wrapping a present neatly can be a bit tricky, but with some practice and patience, you can master the art

of wrapping presents beautifully. Here are some steps to follow:\n\n1. Start with a clean, flat surface:
Find a clean, flat surface where you can work on wrapping your present. A large table or countertop works
well.\n\n2. Gather your supplies: You will need wrapping paper, gift wrap scissors, a ruler or measuring
tape, and any other decorations you want to use (such as ribbon, bows, or stickers).\n\n3. Measure the gift:
Use the ruler or measuring tape to measure the width and length of the gift. Make sure to add a little extra
space around the edges for wrapping.\n\n4. Cut the wrapping paper: Cut the wrapping paper to the size
you measured. If you have multiple pieces of wrapping paper, layer them together so that they fit neatly
around the gift.\n\n5. Fold the paper: Begin by folding one of the sides of the wrapping paper over the gift,
crease it well, and then fold the other side over the top. This creates a simple, yet attractive fold.\n\n6. Add
decorations: If you like, you can add decorations such as ribbon, bows, or stickers to the gift. Simply attach
them to the top of the gift using glue or double-sided tape.\n\n7. Wrap the gift: Starting at the bottom
of the gift, place a piece of wrapping paper over it. Bring the left side of the paper up over the gift, tuck
it in tightly, and press it down. Repeat this process on the right side of the gift, bringing the right side of
the paper up over the gift, tucking it in tightly, and pressing it down.\n\n8. Finish the edges: Once you
have wrapped the gift, trim off any excess paper along the edges using the gift wrap scissors. You can also
add additional touches such as a bow or decorative label to complete the look.\n\nRemember, the key to
wrapping a present neatly is to take your time and pay attention to detail. With practice, you’ll be able to
create beautiful wrapping paper presentations every time!

SALMOON To wrap a present neatly, you can start by laying out a clean and flat surface to work on. Then, place the
present on the surface and wrap it in a piece of wrapping paper that is slightly larger than the present. Fold
the paper in half and then in half again, so that the top and bottom flaps meet in the middle. Then, fold the
left and right flaps in towards the center, so that they meet at the top and bottom of the present. Finally, seal
the present by pressing the flaps together and using some tape to secure them.

SpeechGPT Wrapping a present neatly requires a few simple steps. First, you should fold the paper in half and then
unfold it. Then, you should place the present in the center of the paper and fold the paper around it. Finally,
you should tie the ends of the paper with a ribbon or string.

LLaMA-Omni To wrap a present neatly, start with a flat surface, place the gift in the center, and fold one edge of the
wrapping paper over the gift, crease it, and tape it down. Repeat this process with the remaining edges,
making sure to align them evenly and smooth out any air bubbles.

autoregressive architecture for generating discrete units. As a result, the total generation time only
increases by 1.28 times, demonstrating LLaMA-Omni’s advantage in decoding speed.

4.7 CASE STUDY

To intuitively understand the differences in responses from different models, we provide an example
in Table 4. It can be observed that the response of Qwen2-Audio are quite lengthy and include
elements such as line breaks and parentheses that cannot be synthesized into speech. The response
from SALMONN is also a bit long. The style of SpeechGPT’s response is more appropriate for
speech interaction scenarios, but the amount of information contained in its responses is less. In
contrast, the response given by LLaMA-Omni is more detailed and helpful while maintaining a
concise style, outperforming previous models in speech interaction scenarios.

5 RELATED WORK

Speech/Audio Language Models With the success of language models in the field of natural lan-
guage processing (Brown et al., 2020), researchers have begun exploring how to model speech or
audio using language models. Early work attempted to train language models on semantic tokens or
acoustic tokens of audio, enabling the generation of audio without the need for text (Lakhotia et al.,
2021; Nguyen et al., 2023; Borsos et al., 2023). Furthermore, by jointly training speech tokens
and text, decoder-only models like VALL-E (Wang et al., 2023b) and VioLA (Wang et al., 2023c)
can perform tasks such as speech recognition, speech translation, and speech synthesis. However,
the above models are not built upon LLMs. To harness the power of LLMs, many studies ex-
plore how to build speech-language models based on LLMs like LLaMA, which can be further
divided into two types. The first type, represented by SpeechGPT (Zhang et al., 2023; 2024a) and
AudioPaLM (Rubenstein et al., 2023), involves creating native multimodal speech-text models by
adding speech tokens to the LLM’s vocabulary and continuing pretraining using speech and text
data. However, this approach typically requires a large amount of data and substantial computa-
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tional resources. The second type typically involves adding a speech encoder before the LLM and
finetuning the entire model to equip it with speech understanding capabilities (Shu et al., 2023;
Deshmukh et al., 2023), such as speech recognition (Fathullah et al., 2024a; Yu et al., 2024; Ma
et al., 2024c; Hono et al., 2024), speech translation (Wu et al., 2023; Wang et al., 2023a; Chen et al.,
2024), or other general speech-to-text tasks (Chu et al., 2023; Tang et al., 2024; Chu et al., 2024;
Fathullah et al., 2024b; Das et al., 2024; Hu et al., 2024). However, these approaches typically focus
only on speech or audio understanding without the ability to generate them. Compared to previous
work, LLaMA-Omni equips the LLM with both speech understanding and generation capabilities,
enabling it to perform general speech instruction-following tasks. Additionally, LLaMA-Omni has
a low training cost, making it convenient for development based on the latest LLMs.

Simultaneous Generation Streaming generation aims to begin producing output before the en-
tire input is received. This capability is crucial for maintaining synchronization between speakers
and listeners in various scenarios, such as streaming speech recognition and simultaneous interpre-
tation. In the case of large language models, having a streaming speech synthesis component can
significantly reduce latency between the model and its users. Popular streaming generation meth-
ods fall into three main categories: monotonic-attention-based methods (Raffel et al., 2017), CTC-
based methods (Graves et al., 2006b), and Transducer-based methods (Graves, 2012). Monotonic-
attention-based methods modify the traditional attention-based sequence-to-sequence framework
(Bahdanau, 2014) to support streaming generation. These methods rely on an external module
to manage the READ/WRITE policy, which can be either fixed (e.g., Wait-k (Ma et al., 2018))
or adaptive (e.g., MMA (Ma et al., 2019), EDAtt (Papi et al., 2022), Seg2Seg (Zhang & Feng,
2024)). CTC-based methods add a blank symbol to the target vocabulary to represent a WAIT ac-
tion. Streaming inference is achieved by removing adjacent repetitive tokens and blank symbols. To
leverage the strengths of attention-based methods, CTC-based approaches often use a chunk-based
non-autoregressive architecture (Ma et al., 2023), which has proven effective in simultaneous inter-
pretation and streaming speech synthesis (Zhang et al., 2024b; Ma et al., 2024a). Transducer-based
methods are designed to bridge the gap between the non-autoregressive nature of CTC-based meth-
ods and the autoregressive dependency between target tokens. These approaches introduce an ad-
ditional predictor to capture token dependencies, and their variants have shown strong performance
in simultaneous interpretation (Liu et al., 2021; Tang et al., 2023). More recently, researchers have
begun adopting decoder-only large language models for streaming generation tasks (Seide et al.,
2024; Guo et al., 2024), and extending them to an interruptible duplex model (Ma et al., 2024b).

6 CONCLUSION

In this paper, we propose an innovative model architecture, LLaMA-Omni, which enables low-
latency and high-quality speech interaction with LLMs. LLaMA-Omni is built upon the latest
Llama-3.1-8B-Instruct model, with the addition of a speech encoder for speech understanding
and a streaming speech decoder that can generate both text and speech responses simultaneously.
To align the model with speech interaction scenarios, we construct a speech instruction dataset
InstructionS2S-200K, which contains 200K speech instructions along with the speech responses.
Experimental results show that, compared to previous speech-language models, LLaMA-Omni de-
livers superior responses in both content and style, with a response latency as low as 226ms. More-
over, training LLaMA-Omni requires less than 3 days on 4 GPUs, enabling rapid development of
speech interaction models based on the latest LLMs. In the future, we plan to explore enhancing the
expressiveness of generated speech responses and improving real-time interaction capabilities.
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A PROMPT

Prompt for ChatGPT Scoring (Model: GPT-4o)

I need your help to evaluate the performance of several models in the speech interaction scenario. The mod-
els will receive a speech input from the user, which they need to understand and respond to with a speech
output. Your task is to rate the model’s responses based on the provided user input transcription [Instruc-
tion] and the model’s output transcription [Response]. Please evaluate the response from two perspectives:
content and style, and provide a score for each on a scale of 1 to 5.

Content (1-5 points):
1 point: The response is largely irrelevant, incorrect, or fails to address the user’s query. It may be off-topic
or provide incorrect information.
2 points: The response is somewhat relevant but lacks accuracy or completeness. It may only partially
answer the user’s question or include extraneous information.
3 points: The response is relevant and mostly accurate, but it may lack conciseness or include unnecessary
details that don’t contribute to the main point.
4 points: The response is relevant, accurate, and concise, providing a clear answer to the user’s question
without unnecessary elaboration.
5 points: The response is exceptionally relevant, accurate, and to the point. It directly addresses the user’s
query in a highly effective and efficient manner, providing exactly the information needed.

Style (1-5 points):
1 point: The response is poorly suited for speech interaction, possibly including structured elements like
lists or being overly complex, disjointed, or difficult to understand.
2 points: The response is somewhat suitable but may be too long, too short, or awkwardly phrased, making
it less effective in a speech interaction context.
3 points: The response is generally suitable for speech interaction, but it may have minor issues with length,
clarity, or fluency that detract slightly from the overall effectiveness.
4 points: The response is well-suited for speech interaction, with appropriate length, clear language, and a
natural flow. It is easy to understand when spoken aloud.
5 points: The response is perfectly suited for speech interaction. It is the ideal length, highly clear, and
flows naturally, making it easy to follow and understand when spoken.

Below are the transcription of user’s instruction and models’ response:
### [Instruction]: {instruction}
### [Response]: {response}

After evaluating, please output the scores in JSON format: {“content”: content score, “style”: style score}.
You don’t need to provide any explanations.

Prompt for Instruction Rewriting (Model: Llama-3-70B-Instruct)

Below is an instruction data containing the user’s instruction. I would like to generate a speech version of
this instruction for training a large language model that supports speech input. Therefore, please rewrite my
instruction data according to the following requirements:

1. Modify the instruction to simulate human speech, adding fillers as appropriate (but not too many ‘you
know’, ‘like’, etc.).
2. The question should not contain content that cannot be synthesized by the TTS model. Numbers should
be written in English words rather than Arabic numerals.
3. The question should be relatively brief without excessive verbiage.

[instruction]: {instruction}

Please output in JSON format as follows: {“question”: {question}}.
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Prompt for Response Generation (Model: Llama-3-70B-Instruct)

Below is the transcribed text of a user’s speech query. Please provide a response to this question, which will
be converted to speech using TTS. Please follow these requirements for your response:

1. Your response should not contain content that cannot be synthesized by the TTS model, such as paren-
theses, ordered lists, etc. Numbers should be written in English words rather than Arabic numerals.
2. Your response should be very concise and to the point, avoiding lengthy explanations.

[instruction]: {instruction}

Please output in JSON format as follows: {“response”: {response}}.
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